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Abstract

Interconnection networks are important parts of modern computing systems, facilitating communication between a system’s components. Switches connecting various nodes of an interconnection network serve to move data in the network. The switch’s delay and throughput impact the overall performance of the network and thus the system. Scheduling efficient movement of data through a switch and configuring the switch to realize a schedule are the main themes of this research. We consider various interconnection network switches including (i) crossbar-based switches, (ii) circuit-switched tree switches, and (iii) fat-tree switches.

For crossbar-based input-queued switches, a recent result established that logarithmic packet delay is possible. However, this result assumes that packet transmission time through the switch is no less than schedule-generation time. We prove that without this assumption (as is the case in practice) packet delay becomes linear. We also report results of simulations that bear out our result for practical switch sizes and indicate that a fast scheduling algorithm reduces not only packet delay but also buffer size. We also propose a fast mesh-of-trees based distributed switch scheduling (maximal-matching based) algorithm that has polylog complexity.

A circuit-switched tree (CST) can serve as an interconnect structure for various computing architectures and models such as the self-reconfigurable gate array and the reconfigurable mesh. A CST is a tree structure with source and destination processing elements as leaves and switches as internal nodes. We design several scheduling and configuration algorithms that distributedly partition a given set of communications into non-conflicting subsets and then establish switch settings and paths on the CST corresponding to the communications.

A fat-tree is another widely used interconnection structure in many of today’s high-performance clusters. We embed a reconfigurable mesh inside a fat-tree switch to generate efficient connections. We present an R-Mesh-based algorithm for a fat-tree switch that creates buses connecting input and output ports corresponding to various communications using that switch.
Chapter 1
Introduction

Most of today’s computing systems, ranging from large parallel systems and high-performance clusters to a single chip System-on-Chip (SoC), that need communication among multiple constituents, use interconnection networks. Interconnection networks are one of the main factors in determining the performance of such architectures, affecting the message latency, bandwidth, routing complexity, switching structure, system scalability, fault-tolerance and overall cost. Additionally, advances in interconnect technology often lag the developments in other aspects of computing, especially processing speed. Hence, the performance of the interconnection network is often the critical limiting factor in many of today’s computing systems [16].

The topology is one of the main design choices for any interconnection network that dictates various other considerations like routing and flow control. Researchers have proposed various topologies [16, 20, 46]. There are two main classes of interconnection network topologies – direct and indirect. A direct network is one where all the nodes act as sources and destinations of data and participate in the routing of the data as well. An indirect network, on the other hand, is one in which the source/destination nodes and routing nodes are distinct.

Indirect networks are often switch-based networks, where communication between source and destination nodes is realized through one or more switch or router nodes. Data paths exist between source and destination nodes through switches. The switches are usually connected to other switches as well. The arrangement of switches connecting the sources and destinations determines the topology of the entire network.

Most of today’s fastest supercomputers use indirect networks. For example, the Earth Simulator, the fastest supercomputer between the years 2002 and 2004 (according to the top500.org website [37]), uses a crossbar-based switch; Cray’s XT5m [38] employs 2-d torus-based switches. These
switches only forward or route data rather than produce or consume data. Many of the current Networks-on-Chip (NoCs) [9, 10, 54] also use indirect networks.

This dissertation deals primarily with network switches. Figure 1.1 depicts the basic structure of a network switch. A switch has several input and output ports through which data arrives and leaves the switch. Each switch has a data unit, also referred to as switch fabric or data plane, which is responsible for the physical transmission of data from the input ports to the output ports. There is no one universal structure for this data plane and manufacturers of switches use various architectures ranging from crossbars and multi-dimensional tori to multistage interconnection networks. Additionally, each switch has a control unit, also referred to as the control plane, arbiter or switch processor, that controls the way the data unit handles data transmission. The data and control planes of a switch are separate entities and their architecture and implementation need not be related. The control plane can operate at a separate rate compared to the data plane and can have a centralized or a distributed architecture.

![Figure 1.1. Basic structure of a switch.](image)

Given a set of input-output connection requests, it is the job of the control unit to construct an efficient schedule of transmissions between input and output ports. Moreover, the control unit must also establish paths between inputs and outputs to perform these transmissions. This is done
by configuring the switch to connect the appropriate input and output ports. Typically, not all requested paths can be established simultaneously (due to topological and architectural constraints of the switch). The scheduling algorithm should be cognizant of these constraints in constructing a schedule and configure the switch accordingly. These two functions of the control unit, namely scheduling and configuration, are critical and determine the overall performance of the switch including delay, throughput, and complexity.

This dissertation examines scheduling and configuration of three classes of switches that find applicability in networks ranging from the Internet to Networks on (a) chip (NoCs):

1. crossbar-based input-queued switches,

2. circuit-switched trees, and

3. switches of fat-tree based interconnection networks.

The next few sections introduce our work on network switches. In each of these sections, we first present some background needed to frame our contribution, followed by an overview of our contributions.

1.1 Crossbar-Based Input-Queued Switch

A crossbar-based switch is one whose data fabric is a crossbar; an $n \times n$ crossbar switch (see Figure 1.2) has $n$ input ports (conventionally to the left) and $n$ output ports (at the bottom). An input-queued switch is one in which input ports have buffers that temporarily queue arriving packets before scheduling them for transmitting to the appropriate output port. The buffers at each input port is organized as $n$ queues, one for each output port. For any $1 \leq i, j \leq n$, queue$(i, j)$ holds packets arriving at input $i$ and destined to output $j$. This form of maintaining a separate queue for each output is called virtual output queuing (VOQ). Switches with VOQs are scalable, capable of very high throughput (100% in theory) and avoid the head of line blocking problem [56] that reduces the throughput to 58.6%.

This dissertation studies packet scheduling, packet delays, and buffer requirements for these switches. It is clear that fast algorithms generally increase the switch throughput and reduce packet
delay (at least they do not degrade it). However, the price paid for speed is usually in hardware cost, complexity, and power consumption. In our work we show that there is a disproportionately high benefit to using a very fast scheduling algorithm for input-queued crossbar switches. While it drastically reduces delay, it pays (if at all) a much smaller price in hardware cost and power. We make our contributions more specific later in this section.

A crossbar usually transmits a packet from input port $i$ to output port $j$ by sending it right along row $i$ to column $j$, and then turning down at column $j$ to reach output $j$. For this, the crosspoint (internal switch of the crossbar) at row $i$ and column $j$ configures as in Figure 1.3(a), and all other crosspoints configure as in Figure 1.3(b). During transmission of this packet from $i$ to $j$, no other packet can be transmitted from $i$ or to $j$. That is, the crossbar has at most one set crosspoint (configuration of Figure 1.3(a)) in a row and at most one set crosspoint in a column. This restriction,
called the *crossbar constraint* and affects the way packets are scheduled on the crossbar. Figure 1.2 shows a partial configuration of a crossbar that satisfies the crossbar constraint.

At any point in time, the crossbar has a set of packets to deliver at its input ports. It selects a subset of waiting packets (or a schedule) to transmit. For example, in Figure 1.2 the crossbar selects to send packets from inputs 1, 2 and $n$ to outputs 2, $n$ and 1, respectively, and configures the crossbar accordingly. Other packets (such as from input port 2 to output port 1, for example) must wait for another schedule. The time between a packet’s arrival at an input port and the point when it leaves the input queue (for its destination output port) is called its *delay*.

Packet transmission time is the amount of time needed to transmit all bits in a packet. Call the time unit of one packet transmission as a *slot*. Until recently, packet scheduling algorithms for an $n \times n$ crossbar with uniform traffic attained an average packet delay of $\Omega(n)$ slots. Neely, Modiano, and Cheng [59] developed the Fair Frame scheduling algorithm that reduces delay to $O(\log n)$ slots. The result of Neely *et al.* assumes that schedule generation time is no more than the packet transmission time. Packet transmission time, however, depends on the medium bandwidth and the packet length and is independent of the schedule time. In practice packet transmission time is much smaller than schedule times for large crossbars. We investigate the effect on the delay of the Fair Frame algorithm of decoupling schedule generation time from packet transmission time.

**Contribution of Our Work:** Let $t_{\text{slot}}$ (or a slot time) denote the packet transmission time, and let $t_{\text{round}}$ (or a round time) denote schedule generation time. Define $pps = \frac{t_{\text{round}}}{t_{\text{slot}}}$ as the packets per schedule or the number of packets that a switch can transmit from an input port in the time needed to construct a schedule. With $pps = 1$, Neely *et al.* [59] proved that the average packet delay on an $n \times n$ crossbar is $O(\log n)$ slots.

In Chapter 2, we analytically show that when $pps > 1$ (as is usually the case in practice), then packet delay jumps to $\Omega(n)$. It is easy to show that packet delay is $O(\log n)$ [59]. Therefore our result establishes that for $pps > 1$ the packet delay jumps directly from $O(\log n)$ to $\Theta(n)$. Our result is also counter-intuitive as is establishes that there is no graceful degradation of packet delay as $pps$ increases beyond 1.
Next, we examine the applicability of our result to practical crossbar sizes through extensive simulations. We show that, for $pps > 2$, packet delay degrades significantly. For $pps = 2$, the delay is reasonable for network sizes used in practice. We also show in our simulations that for higher $pps$ the number of input buffers needed for a given level of performance (say, packet drop rate) is significantly higher. This points to the possibility that any savings in computational hardware and power consumption afforded by a large value of $pps$ may be lost to a larger demand for buffer space. These results are presented in Chapter 2.

Having established the importance of a fast scheduling algorithm, we construct one in Chapter 3. This algorithm runs in polylog time ($O(\log^4 n \log \log n)$ time for an $n \times n$ crossbar) on a mesh-of-trees type structure that closely resembles the crossbar topology. In devising this algorithm we also construct a polylog time maximal matching algorithm for a reconfigurable mesh [77]; this may be of independent interest.

1.2 Circuit-Switched Tree

The circuit-switched tree (CST) is an interconnect structured as a binary tree with processing elements (PEs) at leaves and switches at internal nodes (see Figure 1.4). It facilitates communication between PEs at the leaves.

![Circuit-Switched Tree Diagram]

FIGURE 1.4. Communications on a CST; a dark (resp., shaded) leaf represents a source (resp., destination).

Each switch-switch or PE-switch connection is a pair of oppositely directed edges. Each directed edge of the CST can carry only one communication at a time. This necessitates an efficient scheduling for communication among PEs. For example, in Figure 1.4 communication between PE
pairs (2, 7) and (4, 6) cannot be simultaneous. To implement a schedule, the switches of a CST must configure to establish paths between communicating PEs.

A key descriptor of a set of communications on a CST is its width [21]. A set of communications with width $w$ requires at least $w$ rounds to complete. However, a width-$w$ communication set may require more than $w$ rounds.

**Contribution of Our Work:** We devise a distributed algorithm that schedules any width-$w$ set of (point-to-point) communications. The algorithm terminates in $r$ rounds, where $w \leq r < 2w$, and configures the CST for each round of scheduled communications. We adapt this algorithm for two special cases that are provably optimal. The first is a width-1, oriented communication set and the second a width-$w$, oriented, well-nested set; these are described in more detail in Chapter 4. The significant feature of the algorithm for these cases is that each PE starts off with just a local descriptor of whether it is a source or a destination. The source and destination PEs do not know each other’s identities or position on the CST. That is, the algorithm builds on local information to construct an optimal global schedule and configuration for each round of that schedule.

We also present a multicasting algorithm for oriented, well-nested communications. In addition to local information (about whether a PE is a source or a destination), here a PE that is at the “end” of a multicast chain needs to be flagged as well. We prove that without this additional information, no two-pass algorithm (such as ours) can solve this problem.

### 1.3 Fat-Tree Switch

A fat-tree [46, 47] is a variation of the simple tree where the bandwidth between the switches increases exponentially with increasing levels of the tree, as shown in Figure 1.5. Fat trees are a popular choice for connecting processors and devices in many of today’s high performance computing environments [37]. In a general tree, there is a unique path between a source-destination pair. However, in a fat-tree, there are multiple links between any two switches. Hence, while the set of switches traversed from a given source to a given destination is unique, with multiple links between these switches, the control unit needs to efficiently select a link connecting each pair of switches.
A significant amount of research has been carried out in the efficient design, implementation, routing, as well as performance analysis of fat-tree-based interconnection networks [4, 19, 34, 51, 61, 72, 82]. In most of these results, especially those for the InfiniBand architecture, some form of table lookup determines the intra-switch routing. A sequential computation of these routes does not scale well. To our knowledge no research has so far focused on a distributed approach to routing within the fat-tree switch. We use an R-Mesh [77], a versatile reconfigurable computational model, to implement the switch.

**Contribution of Our Work:** This part of the research is preliminary. We have identified an approach to the problem and have developed a basic strategy for further development. Specifically, for a given \( \ell \times 2^{k+1} \) R-Mesh (representing a fat-tree switch with \( 2^{k+1} \) links to the parent and \( 2^k \) links to each child), we have devised an R-Mesh algorithm that efficiently matches requests from input ports to available output ports in the desired direction of the fat-tree. The algorithm generates a schedule (configuration of the R-Mesh) and configures the data plane to accommodate this schedule.
Chapter 2
Crossbar-Based Switches: Conditions for Logarithmic Delay

2.1 Introduction and Background

Interconnection networks used in many current systems are indirect (see Chapter 1). In an indirect network, switches act as intermediate routing nodes that forward packets from the source towards the destination. Depending on the type of switching, packets traversing the network could be temporarily stored at the switches as well. Figure 2.1 shows the basic structure of a network switch. The data unit or data plane represents the physical fabric for packet transfer. The control unit orchestrates the flow of packets in the data plane. In a typical setting, packets arrive at input ports with each packet destined to an output port. The control plane factors in topological and architectural constraints of the switch to construct a schedule for packet transfer. Then the data plane configures to deliver packets according to the schedule. In this chapter (and the next) we consider packet scheduling.

Various data fabric structures exist. We consider a crossbar-based data fabric, one of the most common structures used in interconnection network switches. Figure 2.2 depicts the structure of a crossbar. An $n \times n$ crossbar has $n$ rows, $n$ columns, and $n^2$ crosspoints. The usual convention is to connect each row to an input port and each column to an output port. The crossbar sets crosspoints (depicted as boxes with darkened circles in Figure 2.2; see also Figure 1.3(a) on Page 4) to connect a row to a column. By configuring other crosspoints in that row and column to as in Figure 1.3(b) on Page 4, the crossbar establishes a path from an input port to an output port through which data is transmitted. For example in Figure 2.2, the set crosspoint at the intersection of row 1 and column 2 connects input port 1 to output port 2. The crossbar is a non-blocking network. That is, an $n \times n$ crossbar can connect each input to a distinct output according to any of the $n!$ possible permutations. A given set of communications may not be a permutation, however. For example, an input may have packets destined for several outputs or an output may be the destination for
packets from several inputs. However, an input can transmit data to only one output at a time and an output can receive data from only one input at any time. (We are considering point-to-point communications through the crossbar here. For multicasts, a single input can send the same data to multiple outputs simultaneously.) This means that communications at any given point must be a restriction of a permutation. Put differently, at any point in time, the crossbar configuration can have at most one of the $n$ crosspoints connected on each row or each column. We call this restriction the \textit{crossbar constraint}. In constructing a schedule, the control plane must account for the crossbar constraint.

![Diagram of a switch](image)

\textbf{FIGURE 2.1. Basic structure of a switch.}

There are many practical examples of routers and switches that employ a crossbar. These include the Intel Teraflop Router – Cavallino [11], Cray’s T3E [68, 69], the Reliable Router [17], SGI’s SPIDER [30], the Chaos Router [5, 6], the Arctic Router [64], HP’s R2 router, the Ariadne router, IBM’s SP2 switch, and the Inmos C104 switch [20]. The Earth Simulator, the fastest supercomputer from 2002 to 2004, uses a $640 \times 640$ single-stage crossbar. The interconnect families of Infiniband, Myrinet, and Quadrics together account for 31% of the current top 500 supercomputers [37]. Infiniband, Myrinet, and Quadrics implement crossbars of sizes $24 \times 24$, $32 \times 32$, and $8 \times 8$, respectively [36]. Examples of other routers and switches employing a crossbar include
IBM’s OSMOSIS project’s optical switch that employs a $64 \times 64$ crossbar [83] and Huawei’s Quidway S6500 series high-end multi-service switch [40] and Quidway S8500 series 10G core routing switch [41].

The crossbar switches we consider have buffers at input ports that temporarily store incoming packets before they are transmitted to the appropriate output port. On an $n \times n$ input-queued crossbar these input buffers are organized as $n$ separate queues (queue($i$, $j$) for $1 \leq i, j \leq n$). Here queue($i$, $j$) holds packets arriving at input $i$ and destined to output $j$. We call this method of organizing input buffers as Virtual Output Queuing (VOQ). VOQ has the benefit of avoiding the head of line (HOL) blocking problem [56] that can significantly impact the switch throughput. In practice, there are different ways of implementing VOQs. They range from having separate physical queues to having a single queue at an input with additional mechanisms to emulate separate VOQs on it. Figure 2.2 depicts an input-queued crossbar switch with VOQs.

Thus, in an input-queued crossbar switch with VOQ, packets arrive at input ports and are queued according to the destination ports. The distribution of the packets at the VOQs is represented as an $n \times n$ traffic matrix whose entry in row $i$ and column $j$ gives the number of packets in queue($i, j$).

For instance, Figure 2.3(b) shows the traffic matrix for the example in that Figure 2.3(a). Periodically, the control plane takes a snapshot of the traffic matrix and generates a schedule of parallel
communications on the crossbar. Packets at input queues wait for their turn in a schedule. The amount of time between the arrival of a packet at an input port and its exiting the input queue for transmission to the output port is the delay of the packet.

Crossbar switches with queues at only output ports are also possible. However, such a switch instantly transmits any arriving data packets through the crossbar to the output port. For the worst case, this requires the data fabric of an $n \times n$ crossbar to operate at a rate $n$ times faster than the input rate\(^1\). This condition makes the implementation of output-queued crossbar switches impractical from a scalability point of view [13]. Combined input-output queued (CIOQ) crossbar switches employing both input and output queuing exist as well [13]. A relatively newer idea is to have queues at each crosspoint along with input queues [14]. We call these combined input-crosspoint queued (CICQ) switches. The common name for CICQ switches in the literature is buffered-crossbar switches. The common name for switches without any crosspoint buffers is unbuffered switches (in spite of the fact that they do have buffers at input and/or output ports). Various CICQ switches exist ranging from ones that employ a single buffer at each crosspoint [65] to ones that employ a constant number of buffers per output port [57]. Buffered crossbars often require less complicated scheduling algorithms compared to unbuffered ones that provide guaranteed performance in terms of throughput, rate, and delay [14].

Our research considers an input-queued crossbar switch with VOQ (see Figure 2.2). Of all the crossbar-based packet switch architectures, the input-queued packet switch with VOQs is one of the most widely used. As we noted earlier, it does not suffer from the HOL blocking phenomenon. These switches also offer high scalability and throughput [49, 55, 63]. Often, these switches operate on fixed length units of data called cells. The switch breaks variable length packets into cells at the input and reassembles them at the output. In this dissertation, we ignore the issue of packet sizes for the most part, assuming all packets to be one cell long. The main problem that we address is that of scheduling packets from input queues to output ports of the switch [12, 49, 59]. The control

\(^1\)The ratio of operation rate of the data fabric of a switch to the packet arrival rate at its input is called the speedup. A constant speedup (around 2) is considered acceptable.
unit of an input-queued switch periodically generates schedules based on packets queued at the input ports, and the data plane then sets its crosspoints to reflect the schedule. Subsequently, for each connected input-output pair, the switch transmits packet(s) from the top of the corresponding VOQ. Many switches do this scheduling and packet transmission at fixed intervals of time.

It is customary to divide time in a switch into discrete *slots* where a slot is the time needed to transmit a packet [59]. However, most results also assume a slot to be long enough to generate a schedule as well. For the purpose of this work, let us call the condition that a slot is long enough to generate a schedule the “unit *pps* condition”. Practical systems often do not meet the unit *pps* condition. The time to transmit a packet (or a slot) is typically in the range of 50ns [12, 29, 83], but for large crossbars this is not sufficient time to construct a good schedule.

In this chapter we show that the unit *pps* condition is necessary for one recent significant result to hold. More specifically, Neely, Modiano and Cheng [59] recently showed that with the unit *pps* condition, packets can be scheduled on an $n \times n$ crossbar switch with $O(\log n)$ average delay. This result is significant as all previous results could only bound the delay to $O(n)$. The significance of our work is to prove that without the unit *pps* assumption, packet delay is $\Omega(n)$. That is, unit *pps* is necessary to achieve logarithmic packet delay. Our result also shows that there is no middle ground between logarithmic and linear packet delays. This underscores the importance of meeting the unit *pps* condition, perhaps by developing a fast schedule requiring no more than one slot.

**An Example:** Before we proceed to the formal description of the problem and its solution, we illustrate some of the ideas described so far through a small example. Consider a $3 \times 3$ crossbar with packets shown in Figure 2.3(a). The corresponding traffic matrix is in Figure 2.3(b). Suppose during the first slot the control plane schedules a packet from input port 1 to output port 1 and another from input port 3 to output port 2 (these are indicated by red circles in the traffic matrix of Figure 2.3(b)). After those packets are sent out, the new traffic matrix is as in Figure 2.3(c).

---

2The term *pps* stands for number of packets per schedule and is defined later in Section 2.2. Here “unit *pps*” simply means that the time to generate a schedule is no more than a slot (packet transmission time).
It is customary to not consider new packet arrivals (if any) until the current matrix is exhausted. Figures 2.3(c), 2.3(d) and 2.3(e) show the subset of packets transmitted in the next three slots.

The entire schedule for this iteration spans four slots with 2, 3, 2, and 1 packets transmitted in these slots, respectively. For this span of four slots, the average packet delay for the eight packets is \( (2 \times 1 + 3 \times 2 + 2 \times 3 + 1 \times 4) / 8 = 18 / 8 = 2.25 \); we have assumed that all eight packets arrived at the input just before the first slot in the example.

In the next two sections we formally define the quantities that characterize the problem addressed.

### 2.2 Slots, Rounds and Frames

As we noted earlier, time is discretized into slots on a switch. We now relate a slot to two other important time intervals, round and frame, for scheduling packets on a switch. Figure 2.4 shows these quantities.

**Slot:** A slot is the atomic unit in which time is divided for the crossbar. Denoted by \( t_{\text{slot}} \), it equals the amount of time needed to transmit a packet from an input port to an output port. If the
data path from an input port to an output port can deliver $b$ bits/second and a packet has a length of $p$ bits, then $t_{\text{slot}} = \frac{p}{b}$.

**Round:** A round is the amount of time needed for the control plane to generate a schedule from a traffic matrix and for the data plane to configure for this schedule. This quantity, denoted by $t_{\text{round}}$, depends on the hardware available to (i) perform the computation to produce a schedule and (ii) to configure the data plane. This hardware complexity also depends on $n$, the size of the switch. Thus $t_{\text{round}}$ is independent of $t_{\text{slot}}$, the slot time. In most practical systems, $t_{\text{round}} > t_{\text{slot}}$. Since scheduling and packet transmission are interleaved in the switch (see the “Fair Frame” algorithm below), there is no benefit to considering $t_{\text{round}} < t_{\text{slot}}$ as the scheduler cannot produce a new schedule until the current set of packets is sent. Thus, we assume that $t_{\text{round}} \geq t_{\text{slot}}$.

We define the quantity $\left\lfloor \frac{t_{\text{round}}}{t_{\text{slots}}} \right\rfloor$ as $\text{pps}$ (packets per schedule), and it plays an important role in this chapter. For a given schedule and a switch configuration corresponding to it, it is possible to transmit as many as $\text{pps}$ packets in a round. All these packets must use the same configuration, however.
For convenience and without loss of generality, we assume that $t_{\text{slot}}$ divides $t_{\text{round}}$, so

$$pps = \frac{t_{\text{round}}}{t_{\text{slot}}}.$$ 

**Frame:** A frame is a sequence of rounds. Denote frame size (in rounds) by $T$. A frame is largely used as an analysis tool, though it also has some significance in the scheduling algorithm described below.

**The Fair Frame Algorithm:** As we noted earlier, our work in this chapter builds on results of Neely et al. [59]. They use an algorithm, called Fair Frame, that we suitably modify for our work (while retaining the same name).

Divide time into slots and let a sequence of $pps$ slots constitute a round. A sequence of $T$ rounds forms a frame (see Figure 2.4). At the start of Frame $k$, the algorithm takes a snapshot $M_0^k$ of the traffic matrix. This matrix is the target of packet transmission during Frame $k$. Let the rounds of Frame $k$ be $r_1^k, r_2^k, \cdots, r_T^k$. In Round $r_1^k$ the scheduler takes the initial traffic matrix $M_0^k$ and generates a subset of packets that can be scheduled simultaneously while respecting the crossbar constraint\(^3\). It also configures the crosspoints accordingly.

In Round $r_2^k$ (the second round), the schedule and configuration generated in $r_1^k$ (the first round) is used to send packets on the data plane. As many as $pps$ packets are sent between each input-output pair connected in the schedule. In fact, if input $i$ is connected to output $j$ in the schedule and if queue$(i, j)$ has $x$ packets in it, then $\min\{x, pps\}$ packets are sent from $i$ to $j$ in Round $r_2^k$. At the end of Round $r_1^k$, the control plane adjusts the initial traffic matrix $M_0^k$ to account for the packets to be sent in Round $r_2^k$. Denote this new matrix by $M_1^k$.

While the data plane is transmitting packets during Round $r_2^k$, the control plane makes a new schedule based on $M_1^k$. In general, for Round $r_z^k$ (for $1 \leq z \leq T$), the control plane generates a schedule on the basis of the traffic matrix $M_{z-1}^k$, while the data plane transmits packets according to the schedule and the configuration generated during Round $r_{z-1}^k$; here $r_0^k$ is the last round of Frame $k - 1$.

---

\(^3\)The Fair Frame algorithm computes a maximum matching between the input output pairs with packets waiting to be transmitted between them. More details of this matching appear in Chapter 3.
The last schedule of the current frame (Frame $k$) and the adjusted traffic matrix are computed at the end of Round $r^k_T$, the last round. Since the algorithm aims to send all packet arriving in Frame $k-1$ by the end of Frame $k$, the traffic matrix $M^k_T$ should ideally be empty. If $M^k_T$ is not empty, the remaining packets (called non-conforming packets) are treated as if they arrived in Frame $k$.

At the start of Frame $k+1$, the control plane generates the initial traffic matrix $M^{k+1}_0$ which includes all arrivals during Frame $k$ and all non-conforming packets remaining in $M^k_T$. The scheduler then proceeds as in Frame $k$.

### 2.3 Stability and Delay

In any switch, the average overall packet arrival rate cannot exceed the average packet output rate (average throughput). A switch satisfying this condition is said to be stable. An unstable switch will require unbounded buffer space and packets will incur unbounded delay. In a stable switch the input and output rates (averaged over a large enough time) are equal. In the context of the Fair Frame algorithm, the length of the frame ($T$ rounds) is this “large enough time”. After $T$ rounds of Frame $k$, the algorithm should have sent out (nearly) all packets that arrived before the start of Frame $k$. Note that other researchers in this area have used the term frame to define a set of slots but with different criteria as far as what groups those slots together. For example, Lou et al. [52], X. Li et al. [49], and Y. Li et al. [50] defined a frame as a set of slots for which a single schedule is generated. Rojas-Cessa et al. [66] defined a frame as a set of cells (fixed-size units into which variable-size packets are divided) that can be transmitted together.

Beyond this point we will take the length of a frame to mean not just the interval for updating the traffic matrix for new packet arrivals, but also as a large enough time to send out nearly all packets that arrived before the end of the previous frame. That is, a frame has, with high probability, no non-conforming packets.

If a frame size $T$ has no non-conforming packets, then no packet waits longer than $2T$ rounds. Thus the frame size can be a useful tool to determine the packet delay.
The Result of Neely, Modiano and Cheng [59]: Neely et al. [59] used a special case of the Fair Frame algorithm of Section 2.2 to establish the following result.

**Theorem 2.3.1. (Neely et al. [59]):** For uniform traffic, Poisson arrival$^4$, and $pps = 1$, an $n \times n$ input-queued crossbar can schedule packets with $O(\log n)$ delay.

The above result is a significant improvement over previous $O(n)$ delay bounds. The basic idea of the analysis by Neely et al. [59] is to show that for $T = \Theta(\log n)$, the probability of a packet becoming non-conforming is very low ($O(\frac{1}{n^2})$), then use this fact to show that the average delay is $O(T) = O(\log n)$. A significant assumption in this result is that $pps = 1$, that is, the schedule time does not exceed the slot time (as in Figure 2.5).

**Our Contribution:** The unit $pps$ assumption in Neely et al. [59] is not always true in practice. For example, the crossbar-based optical switch in IBM’s OSMOSIS project [83] required only 52 ns to transmit a packet. However, constructing a good schedule entails finding a matching on a $2n$-node bipartite graph (see Chapter 3) and can be quite time consuming for large $n$. Our contribution is in examining the $pps > 1$ case.

In the next section, we prove that the $O(\log n)$ packet delay of Neely et al. [59] holds only for the $pps = 1$ case. Moreover, for the $pps \geq 2$ case, the packet delay jumps to $\Omega(n)$, with no middle ground between the logarithmic and linear delays.

In Section 2.5 we present results from extensive simulations to show that our analytical result hold practical importance. We also use these simulations to show that larger $pps$ values require larger buffer sizes. Thus, lowering $pps$ has the benefit of not just lowering delay, but potentially offsetting some of the hardware costs for doing so. Other papers [43, 49, 50, 66] related to frame-based scheduling algorithms present simulation results on overall delay experienced by packets for various switch sizes and frame sizes (different frame sizes have different meanings in these papers based on the definition of frame as mentioned above). However, none of these papers analytically determines packet delay (except for trivial bounds).

---

$^4$Traffic refers to the distribution of packet destinations. Under uniform traffic, each packet is independently destined to any of the $n$ possible destinations with probability $1/n$. The arrival on the other hand, refers to the temporal distribution of arriving packets, without considering their destinations.
The results described so far is for uniform traffic. We also present results (both analytical and simulation-based) for bursty traffic in Sections 2.4.2 and 2.5.2.

### 2.4 Necessary Conditions for Logarithmic Delay

As noted earlier, a frame-based scheduling algorithm divides time into frames, rounds, and slots (see Figure 2.4). A slot has duration $t_{\text{slot}}$, time to transmit a packet across the switch. A round contains $pps = \frac{t_{\text{round}}}{t_{\text{slot}}}$ slots, and it represents time to execute the scheduling algorithm. At the end of Frame $k - 1$, the algorithm takes a snapshot of the input queues; this snapshot represents a set $PKT$ of packets that have arrived during Frame $k - 1$. During each round of Frame $k$, the scheduling algorithm computes a configuration of the crossbar switch based on a bipartite matching of input and output ports and transfers a subset of packets in $PKT$ to their output ports. Each round uses a single switch configuration. Therefore, if input port $i$ is connected to output port $j$ during a round, then any packet leaving $i$ during that round must be destined to $j$. After each round, the scheduling algorithm updates $PKT$ to account for transmitted packets. The scheduler accounts for newly arrived packets only at the beginning of each frame. The goal of the scheduling algorithm is to route all packets in $PKT$ by the end of Frame $k$. This results in a delay that is linearly upper bounded in the frame size. Selecting the number $T$ of rounds per frame to achieve this goal is the focus of this section.
Recall that $pps = \frac{t_{\text{round}}}{t_{\text{slot}}}$. For $pps = 1$ and $T = O(\log n)$, this scheduling method fits the Fair Frame algorithm of Neely et al. [59]. The Fair Frame algorithm schedules all the packets arriving in one frame during the next frame with high probability. In the case where it does not route all outstanding packets in the next frame, it will insert them in unutilized rounds in subsequent frames. This will not significantly contribute to the average packet delay [59].

We examine the natural extension of the Fair Frame algorithm to $pps > 1$ as described in Section 2.2. That is, when the scheduling algorithm schedules input port $i$ with output port $j$ during a round and $i$ has $k$ packets destined to $j$, then the algorithm sends $\min\{k, pps\}$ packets from $i$ to $j$ during that round. Since at most $pps$ packets can be sent in a round, we can also have at most $pps$ arrivals in a round (nominally); this corresponds to one packet per slot per input port on an average. Note that this extension does not allow changing the switch configuration during a round. Therefore if port $i$ has packets destined to $d$ different destinations, then the switch needs at least $d$ rounds to move all packets in $i$.

We now derive a relationship between $pps$, the number of slots per round, and $T$, the number of rounds per frame.

### 2.4.1 Uniform Random Traffic

In this section we establish that for uniform random traffic with no correlation between two successive packet arrivals, $T$ can be $O(\log n)$ only when $pps = 1$, where $n$ is the number of input or output ports in the switch. The traffic is uniform if each arriving packet has an equal probability of being destined to any of the $n$ output ports (independently of any other packet).

**Lemma 2.4.1.** For large $n$, the average number of distinct output ports among $q$ randomly destined packets is $n(1 - e^{-\frac{q}{n}})$, where $n$ is the number of output ports in the switch.

*Proof.* Consider the problem of randomly tossing $q$ balls into $n$ bins. It is well known that the average number of empty bins is $n(1 - \frac{1}{n})^q \approx ne^{-\frac{q}{n}}$ for large $n$ [58, 67]. In our case, empty bins correspond to ports with no packets destined to them. Hence, the average number of distinct ports to which packets are destined is $n - ne^{-\frac{q}{n}} \approx n(1 - e^{-\frac{q}{n}})$. \hfill \qed
In a frame-based scheduling algorithm with \( T \) rounds per frame and \( pps \) slots per round, the upper bound on the average number of packets arriving during a frame at each input port of the switch is \( T \cdot pps \). With \( q = T \cdot pps \), we have the following corollary.

**Corollary 2.4.2.** For uniform random traffic and \( 1 \leq T < n \), \( pps \leq \frac{n}{T} \ln \left( \frac{n}{n-T} \right) \) on an average.

*Proof.* From Lemma 2.4.1, the average number of distinct output ports among the packets arriving at an input port during a frame is \( n \cdot \left( 1 - e^{-\frac{T \cdot pps}{n}} \right) \). Since each round has only one switch configuration, a scheduling algorithm needs at least \( n \cdot \left( 1 - e^{-\frac{T \cdot pps}{n}} \right) \) rounds to fully deplete the input queue.

For a frame-based scheduling algorithm, this quantity must be no more than \( T \), the number of rounds in a frame. That is, \( n \cdot \left( 1 - e^{-\frac{T \cdot pps}{n}} \right) \leq T \). Simplifying this inequality completes the proof.

**Lemma 2.4.3.** For \( 1 \leq T < n \), the function \( f(T) = \frac{n}{T} \ln \left( \frac{n}{n-T} \right) \) is an increasing function of \( T \).

*Proof.* Let \( y = \frac{T}{n-T} \). Then, we can express \( f(T) \) as \( F(y) \), where

\[
F(y) = \left( 1 + \frac{1}{y} \right) \ln(1 + y).
\]

Since \( 1 \leq T < n \) and \( y \) increases with \( T \), we have \( \frac{1}{n-1} \leq y \leq n-1 \) for this range of values of \( y \).

Now,

\[
\frac{dF}{dy} = \frac{y - \ln(y+1)}{y^2}
\]

For \( y \geq 1 \), \( \ln(y+1) < y \). Hence, for \( y \geq 1 \), the right hand side of the above equation evaluates to greater than zero. For \( y < 1 \), using a power series expansion we get the following.

\[
y - \ln(y+1) = \frac{y^2}{2} - \frac{y^3}{3} + \frac{y^4}{4} - \cdots
\]

\[
= \sum_{i=1}^{n} y^{2i} \left( \frac{1}{2i} - \frac{y}{2i+1} \right)
\]

\[
= \sum_{i=1}^{n} y^{2i} \left( \frac{2i + 1 - 2iy}{2i(2i+1)} \right)
\]

Now, \( 2i(1-y) + 1 > 0 \), for \( y < 1 \). This implies that \( \frac{y - \ln(1+y)}{y^2} > 0 \) for \( y < 1 \) as well. This shows that \( F(y) \) increases with \( y \) and, hence, \( f(T) \) increases with \( T \). \( \square \)
This brings us to our main result, Theorem 2.4.4, where we prove that logarithmic delay is possible only when \( pps = 1 \).

**Theorem 2.4.4.** For uniform traffic and \( pps > 1 \), an \( n \times n \) input-queued crossbar has an average packet delay of \( \Omega(n) \).

**Proof.** Let \( T = \frac{n}{c} \) for some constant \( c \). Then,

\[
f\left(\frac{n}{c}\right) = \frac{n}{n-c} \ln \left(\frac{n}{n-c}\right) = c \ln \left(\frac{c}{c-1}\right).
\]

For \( c \geq 1.26 \), that is, \( T \leq \frac{n}{1.26} \), we have the following by Corollary 2.4.2

\[
pps \leq c \ln \left(\frac{c}{c-1}\right) < 2.
\]

By Lemma 2.4.3, \( f(T) \) is an increasing function of \( T \), so if \( pps \geq 2 \), then \( T \) must be at least \( \frac{n}{1.26} \). \( \square \)

Theorem 2.4.4 proves that the \( O(\log n) \) delay derived by Neely et al. [59] is possible only if \( pps = 1 \) and does not hold even when \( pps = 2 \).

### 2.4.2 Bursty Traffic

In this section we extend our results for bursty traffic\(^5\). For bursty traffic we consider an on-off arrival process modulated by a two-state Markov chain. In such a process if \( p \) is the probability of an on-period ending at a time slot, then \( b = 1/p \) is the mean burst size [12]. Since the upper bound on the average packet arrivals over a frame is \( T \cdot pps \), then for bursty traffic the upper bound on the average number of bursts per frame is \( T \cdot pps/b \).

**Corollary 2.4.5.** For bursty traffic and \( 1 \leq T < n \), \( \frac{pps}{b} \leq \frac{n}{T} \ln \left(\frac{n}{n-T}\right) \) on an average.

**Proof.** Replacing \( T \cdot pps \) by \( T \cdot pps/b \) in the proof of Corollary 2.4.2 and simplifying, we get the above expression. \( \square \)

**Theorem 2.4.6.** For traffic with mean burst size \( b \geq 1 \) and \( pps \geq 2b \), an \( n \times n \) input-queued crossbar has an average packet delay of \( \Omega(n) \).

\(^5\)We describe bursty traffic in more detail in Section 2.5.2.
Proof. Clearly, $\frac{pps}{b}$ is equivalent to $pps$ in the proof of Theorem 2.4.4. The main difference is that, unlike $pps$, $\frac{pps}{b}$ may not be an integer. Consequently, if $pps \geq 2b$ (or $\frac{pps}{b} \geq 2$), then the delay is $\Omega(n)$. □

Note: When $pps \leq b$, $T = O(\log n)$ is possible by a simple extension of the result of Neely et al. [59]. Additionally, there is a small range of values of $b < pps < 2b$ for which $T = O(\log n)$ remains possible. Simulation results in the next section support this observation. Simulation results of Neely et al. for a modified version of Fair Frame on bursty traffic showed a pattern consistent with an increase of delay that is logarithmic in $n$, though they did not analytically prove $O(\log n)$ delay for bursty traffic.

As noted earlier, Theorems 2.4.4 and 2.4.6 point to the fact that logarithmic delay is possible only for $pps = 1$ for non-bursty traffic and $pps < 2b$ for bursty traffic. This points to the important and hitherto unrecognized insight that reduction in $t_{round}$, and consequently $pps$, causes a huge improvement from linear delay to logarithmic delay, and this is the main contribution of this part of the dissertation.

### 2.5 Simulation Results

In the last section, we analytically established that while $O(\log n)$ average packet delay is achievable for $pps = 1$ (result of Neely et al. [59]), $pps > 1$ implies $\Omega(n)$ delay. The constants in the $\Omega$ notation could determine the true tradeoff between scheduler speed and packet delay for practical networks. In this section we study this through simulations. A delayed packet is stored in a buffer. The longer the average delay, the larger the buffer occupancy. Hence, we also examine the impact of VOQ sizes on packet delay and the relationship between input-buffer size and average packet delay. On the whole, our simulations show the expected separation between $pps = 1$ and large values of $pps$. For uniform traffic, $pps = 2$ seems to be reasonably close to $pps = 1$ for practical values of $n$. Similar results are obtained for bursty traffic.
We built a software framework using the OMNET++ simulation environment [42] to simulate the Fair Frame algorithm for various values of \( pps \) for both uniform random as well as bursty traffic. Our simulations considered switch sizes ranging from \( 16 \times 16 \) to \( 100 \times 100 \).

Each simulation ran for 15000 slots at each input by which time the system has reached a steady state for a large amount of time. The results from the simulations match our analytical results from the previous section and display the effects of constant factors hidden in the asymptotic notation there. For all the graphs (unless otherwise stated), we varied the packet arrivals for different switch sizes and different \( pps \) in such a way that the load at each input port is close to 0.9 (i.e., on average 0.9 packets arrive per slot\(^6\)). We also varied the size of each virtual output queue; we considered two scenarios, infinite and finite VOQs. For finite VOQs, we varied buffer size in the range \([1, \lceil \ln n \rceil]\). To support our analytical proofs we studied the delay as a function of \( pps \), input load, and frame size. We also studied VOQ occupancy (for infinite VOQs) as observed by an incoming packet for different values of \( pps \). Further, we looked at the percentage of packets lost for finite VOQs.

In our simulations we always kept \( t_{\text{slot}} \) fixed and expressed the overall delay in terms of slots. In order to achieve different values of \( pps \), we varied \( t_{\text{round}} \). We also defined the duration of a frame to be \( t_{\text{round}} \lceil \ln n \rceil \). Hence, with varying \( t_{\text{round}} \), the duration of the frame also varied. This implies that for \( pps > 1 \), even though the delay is \( \Theta(n) \), the frame size was kept at \( O(\log n) \). This allows more frequent updates to the traffic matrix in the \( pps > 1 \) cases than that allowed by Fair Frame. Thus our simulation results could potentially show more improvements if the right frame size was used. Further note that for \( pps > 1 \), we always transmitted \( pps \) packets per round (if there are packets to transmit).

The switch sizes for each simulation reported in this section were in the range \( 16 \times 16 \) to \( 100 \times 100 \). However, we ran some simulations for \( 500 \times 500 \) and \( 1000 \times 1000 \) switches to verify that the

---

\(^6\)Stability conditions of a switch dictates that on average, at most a single packet can arrive per slot at each input port. This translates to a maximum load of 1 at each input port. However, to successfully schedule packets arriving with a load of 1, the scheduling algorithm must generate schedules that connect each input to some output at each slot. This is practically infeasible. Hence, for practical switch simulations, an input load close to but less than 1 is considered.
general trends shown in the results of switch sizes up to $100 \times 100$ translate to the bigger switch sizes.

### 2.5.1 Uniform Random Traffic

In this section we present results for uniform random traffic. Packets arrive at each input port following a Poisson distribution, and the arrival of each packet is completely independent of any other packet’s arrival. Destinations of arriving packets are uniformly distributed among all output ports. Except when explicitly studying VOQ size, we used infinite queues for these simulations.

**Delay:** Our main result proved that logarithmic delay is possible only for $\text{pps} = 1$, and for $\text{pps} > 1$, the delay becomes linear. Neely *et al.*’s result of logarithmic delay is a significant improvement over any existing algorithm in terms of delay. So our result, which defines the limits of Neely *et al.*’s result, is also important. The delay graphs (Figure 2.6) support our results.

![FIGURE 2.6. Delay for various switch sizes for different pps.](image)

Figure 2.6 shows the average delay of packets for switches of various sizes for $1 \leq \text{pps} \leq 5$. We found when $\text{pps} = 1$, delay is nearly $\ln n$, as shown in the graph. Further, when $\text{pps} \geq 2$, the delay is visibly higher. For the case of $\text{pps} = 2$, experimental results show that the delay is slightly greater than $\ln n$, and the delay appears clearly linear for $\text{pps} \geq 3$. This corroborates our result that for uniform random traffic, $O(\log n)$ delay is only possible when $\text{pps} = 1$. While the $\text{pps} = 2$ case
is also linear (from our analytical results), the associated constants are sufficiently small to make the results seem close to \( \ln n \) for practical values of \( n \).

**VOQ Occupancy:** In an input-queued switch, the queues at the input ports temporarily store the incoming packets till they are transmitted through the switch. For the same input load, a switch with less delay will have to store the packets for a shorter amount of time. Hence, the delay affects the size of VOQs needed as well. Our results on VOQ occupancy (Figure 2.7) show that when \( pps = 1 \) the VOQ occupancy (buffer requirement) is less than \( \ln n \) almost 100% of the time. This percentage decreases slightly with increasing \( pps \).

We look at the distribution of the number of waiting packets in the corresponding VOQ, as observed by an incoming packet, for various \( pps \) (Figure 2.7). Figure 2.7 plots a stacked histogram where the percentage of packets encountering an empty queue on arrival, the percentage of packets that encounter a queue with one existing packet, and so on are plotted along a single bar in a cumulative way (Tables 2.1 - 2.5 shows the actual numbers). As shown in Figure 2.7(a), when \( pps = 1 \) almost 85% of the incoming packets for a 16 × 16 switch and almost 95% of the incoming packets for a 100 × 100 switch encounter an empty VOQ on arrival. (This suggests that with no input buffer, the drop rate for a 100 × 100 switch is only about 5%.) As \( pps \) increases, a higher percentage of incoming packets encounters a VOQ with one or more packets already waiting in it.

**TABLE 2.1. VOQ occupancy as observed by an incoming packet for \( pps = 1 \).**

<table>
<thead>
<tr>
<th>Switch size</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>84.01</td>
<td>14.53</td>
<td>1.36</td>
<td>0.10</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>32 × 32</td>
<td>89.51</td>
<td>9.86</td>
<td>0.60</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>52 × 52</td>
<td>93.36</td>
<td>6.40</td>
<td>0.24</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>72 × 72</td>
<td>94.26</td>
<td>5.56</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>100 × 100</td>
<td>95.80</td>
<td>4.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

This result points to the important fact that \( pps \) affects the VOQ size as well. For the Fair Frame algorithm, a logarithmic VOQ size will be sufficient (i.e., the probability of a packet loss due to
VOQ overflow is pretty much zero) only when $pps = 1$. But as $pps$ increases, more packets will be dropped.

Packet Loss for Different Switch Sizes and $pps$: For large switch sizes, the amount of memory needed to store the packets at the input port is an important factor. Previously, our results showed...
TABLE 2.2. VOQ occupancy as observed by an incoming packet for $pps = 2$.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>72.60</td>
<td>22.58</td>
<td>4.17</td>
<td>0.56</td>
<td>0.09</td>
<td>0.01</td>
</tr>
<tr>
<td>32 × 32</td>
<td>79.68</td>
<td>17.73</td>
<td>2.33</td>
<td>0.24</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>52 × 52</td>
<td>85.48</td>
<td>13.17</td>
<td>1.25</td>
<td>0.09</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>72 × 72</td>
<td>87.14</td>
<td>11.83</td>
<td>0.96</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>100 × 100</td>
<td>89.89</td>
<td>9.46</td>
<td>0.61</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

TABLE 2.3. VOQ occupancy as observed by an incoming packet for $pps = 3$.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>60.62</td>
<td>28.07</td>
<td>8.51</td>
<td>2.17</td>
<td>0.50</td>
<td>0.11</td>
</tr>
<tr>
<td>32 × 32</td>
<td>65.63</td>
<td>25.45</td>
<td>6.83</td>
<td>1.60</td>
<td>0.37</td>
<td>0.09</td>
</tr>
<tr>
<td>52 × 52</td>
<td>69.02</td>
<td>23.13</td>
<td>5.93</td>
<td>1.44</td>
<td>0.36</td>
<td>0.09</td>
</tr>
<tr>
<td>72 × 72</td>
<td>69.70</td>
<td>22.68</td>
<td>5.75</td>
<td>1.41</td>
<td>0.34</td>
<td>0.08</td>
</tr>
<tr>
<td>100 × 100</td>
<td>71.02</td>
<td>21.60</td>
<td>5.49</td>
<td>1.39</td>
<td>0.36</td>
<td>0.09</td>
</tr>
</tbody>
</table>

that different values of $pps$ translate to different queue-length requirements to guarantee no packet loss. In these results we limit the size of VOQs and observe the effect of the limited sizes to the corresponding percentage packet losses. Many applications, especially ones without real-time constraints, can tolerate a certain amount of packet loss without any major problem. So, if a switch designer knows what the application requirements are in terms of allowable packet loss, then the designer could select an optimum VOQ size. The graphs in this section (packet loss for various switch sizes with fixed VOQ length, $\lceil \ln(n) \rceil$) and the next section (packet loss for two fixed switch sizes with variable VOQ sizes) attempt to shed some light on this VOQ-size – packet loss trade-off.

Figure 2.8 depicts the percentage of lost packets for different switch sizes for different $pps$. In Figure 2.8, we limit the size of each VOQ to $\lceil \ln(n) \rceil$, and like before, used an input load of 0.9. As $pps$ increases beyond 3, the percentage of dropped packets starts to increase quite drastically.

**Packet Loss for Different VOQ Sizes:** We also selected two switch sizes, 50 × 50 and 100 × 100, varied the VOQ sizes for each switch in the range $[1, \lceil \ln(n) \rceil]$, and observed the packet loss for each VOQ size. Figure 2.9 presents the result. This result shows that if $pps$ increases then for a
TABLE 2.4. VOQ occupancy as observed by an incoming packet for $pps = 4$.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered</th>
<th>packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>0</td>
<td>49.82, 29.81, 12.90, 4.84, 1.75, 0.59</td>
</tr>
<tr>
<td>32 × 32</td>
<td>1</td>
<td>51.70, 28.54, 12.08, 4.71, 1.82, 0.70</td>
</tr>
<tr>
<td>52 × 52</td>
<td>2</td>
<td>52.82, 27.21, 11.65, 4.83, 2.04, 0.85</td>
</tr>
<tr>
<td>72 × 72</td>
<td>3</td>
<td>52.85, 26.99, 11.64, 4.92, 2.07, 0.88</td>
</tr>
<tr>
<td>100 × 100</td>
<td>4</td>
<td>53.28, 26.28, 11.48, 5.00, 2.20, 0.98</td>
</tr>
</tbody>
</table>

TABLE 2.5. VOQ occupancy as observed by an incoming packet for $pps = 5$.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered</th>
<th>packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>0</td>
<td>41.73, 29.01, 15.62, 7.48, 3.44, 1.55</td>
</tr>
<tr>
<td>32 × 32</td>
<td>1</td>
<td>41.97, 27.93, 15.04, 7.60, 3.81, 1.85</td>
</tr>
<tr>
<td>52 × 52</td>
<td>2</td>
<td>42.37, 26.66, 14.55, 7.72, 4.08, 2.16</td>
</tr>
<tr>
<td>72 × 72</td>
<td>3</td>
<td>42.18, 26.46, 14.50, 7.80, 4.18, 2.25</td>
</tr>
<tr>
<td>100 × 100</td>
<td>4</td>
<td>42.44, 25.99, 14.34, 7.81, 4.26, 2.36</td>
</tr>
</tbody>
</table>

fixed VOQ size the number of dropped packets also rises, especially for the lower VOQ sizes. As shown in Figure 2.9, $pps = 1$ translates to very low VOQ size requirements for limiting packet loss to a given level. This, however, is not true for higher values of $pps$ and indirectly reinforces the fact that ensuring $pps = 1$ leads to big gains in delay (VOQ size is related to delay). Hence, we can use the graphs of Figure 2.9 to determine the VOQ size required to ensure that the packet loss does not exceed a certain value, given a fixed $pps$. Conversely, given a fixed VOQ size and a maximum allowable loss percentage, using Figure 2.9 we can suggest allowable values of $pps$. If one views reducing round time as an investment in the computing/hardware cost of the switch, then the added cost of a larger number of buffers needed for large $t_{round}$ could make it worthwhile to reduce $t_{round}$.

**Different Frame Sizes:** The Fair Frame algorithm schedules all conforming packets that arrive in any frame during the next frame. Hence, the maximum delay that a conforming packet can experience is twice the frame size. We ran simulations with different frame sizes and $pps$ mainly
to see whether this relationship between the frame size and delay holds for \( pps \geq 2 \). The results showed that for a fixed \( pps \), different frame sizes do not make a big difference in the delay.

In our simulations we considered frame size \( 1 \leq T \leq 5 \) and observed the average delay for a \( 50 \times 50 \) and a \( 100 \times 100 \) switch for \( 1 \leq pps \leq 5 \). For each of these switches, we wanted to observe the effects of different frame sizes from 1 up to \( \lceil \ln n \rceil \), hence the interval \([1, 5]\). The results are in Figure 2.10.

Another interesting trend in Figure 2.10 is that for lower values of \( pps \), the delay increases with increasing frame size, while with higher values of \( pps \), delay decreases with increasing frame size. This happens because a higher value of \( pps \) means a scheduled input-output pair must receive
more packets in order to have something to transmit in each of the $pps$ slots. Since higher frame size means a lower update frequency of queue information, the probability of having more packets in any particular VOQ is higher. Hence, with higher frame size, whenever an input-output pair is scheduled, the number of packets transmitted will be closer to $pps$ relative to lower frame size, thus reducing the delay. On the other hand, with lower values of $pps$, arrival of $pps$ packets at an input port destined to the same output port is relatively faster. Hence, with higher frame size, those packets have to wait longer in the VOQ before the queue information is updated, resulting in increased delay.

### 2.5.2 Bursty Traffic

Most Internet traffic is bursty in nature, so we ran our simulations for bursty traffic as well. For bursty traffic we use the on-off traffic model modulated by a two-state Markov chain [12].

Figure 2.11 shows the arrival process at each input port. During the on period, an input port continues to receive packets destined to the same output port. If $p$ is the probability of starting an off
period and $q$ is the probability of starting an on period, then the mean on period length $b$ (burst size) is $1/p$, the mean off period length is $(1 - q)/q$, and the offered load at each input port is $\frac{q}{q + p - pq}$. We use these expressions to model bursty traffic for two different mean burst sizes, 3 and 6. We ran all the simulations as in the uniform random traffic case for each of the burst sizes as well.

**Delay:** Figure 2.12 shows the average delay for bursty traffic for different values of $pps$. In Theorem 2.4.6 we showed that for $pps \geq 2b$, the delay is $\Omega(n)$. We also pointed out that for $pps \leq b$, delay can be logarithmic, but as $pps$ starts to exceed $b$, the mean burst size, the delay quickly becomes $\Omega(n)$. In this study we primarily focus on $b \leq pps < 2b$ as the $pps \geq 2b$ case is very similar to the non-bursty case. In Figure 2.12(a), while $pps \leq b$ the average delay is indeed logarithmic.

(Note that $\lceil \ln n \rceil$ ranges from 3 to 5 as $n$ ranges from 16 to 100.)

**VOQ Occupancy:** For bursty traffic we also analyzed the distribution of the number of waiting packets in the corresponding VOQ, as observed by an incoming packet, for various $pps$ (Figures 2.13 and 2.14). For bursty traffic with $b = 3$, we expected that the number of arriving packets that will encounter between 0 and 2 waiting packets will dominate the percentage. In Figure 2.13 this is indeed the case. (Tables 2.6 - 2.17 shows the actual numbers). As before, for $pps = 1$, a very high percentage of packets sees between 0 and $b$ waiting packets at the VOQ. However, as $pps$ exceeds $b$, a higher percentage of packets encounters more than $b$

![Figure 2.12. Average delay for bursty traffic for different pps.](image-url)
waiting packets on arrival. This observation points to the relationship between VOQ lengths and value of $pps$ relative to $b$ for bursty traffic. For $b = 6$ similar trends are visible in Figure 2.14.

**FIGURE 2.13.** VOQ occupancy as observed by an incoming packet for mean burst size 3.
### TABLE 2.6. VOQ occupancy as observed by an incoming packet for pps = 1 and b = 3.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 x 16</td>
<td>29.56 24.62 23.47 17.02 3.83 0.94</td>
</tr>
<tr>
<td>32 x 32</td>
<td>30.75 23.49 17.85 14.80 9.78 2.34</td>
</tr>
<tr>
<td>52 x 32</td>
<td>31.45 23.50 17.67 14.48 9.52 2.33</td>
</tr>
<tr>
<td>72 x 72</td>
<td>31.63 23.00 16.50 12.18 9.00 5.55</td>
</tr>
<tr>
<td>100 x 100</td>
<td>31.95 23.12 16.43 12.05 8.88 5.48</td>
</tr>
</tbody>
</table>

### TABLE 2.7. VOQ occupancy as observed by an incoming packet for pps = 2 and b = 3.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 x 16</td>
<td>28.75 22.18 16.64 12.77 9.37 5.96 2.79 0.92</td>
</tr>
<tr>
<td>32 x 32</td>
<td>29.94 21.75 15.57 11.21 7.96 5.60 3.82 2.35</td>
</tr>
<tr>
<td>52 x 32</td>
<td>31.00 21.98 15.45 10.88 7.69 5.38 3.65 2.26</td>
</tr>
<tr>
<td>72 x 72</td>
<td>31.17 21.87 15.21 10.50 7.29 5.06 3.43 2.29</td>
</tr>
<tr>
<td>100 x 100</td>
<td>31.66 22.00 15.15 10.42 7.20 4.94 3.35 2.23</td>
</tr>
</tbody>
</table>

### TABLE 2.8. VOQ occupancy as observed by an incoming packet for pps = 3 and b = 3.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 x 16</td>
<td>27.34 20.99 15.78 11.60 8.30 5.91 4.09 2.74 1.68 0.84 0.37</td>
</tr>
<tr>
<td>32 x 32</td>
<td>29.00 21.17 15.27 10.94 7.75 5.36 3.68 2.53 1.67 1.12 0.71</td>
</tr>
<tr>
<td>52 x 32</td>
<td>30.25 21.54 15.21 10.65 7.42 5.10 3.48 2.35 1.56 1.01 0.65</td>
</tr>
<tr>
<td>72 x 72</td>
<td>30.58 21.50 15.06 10.51 7.28 4.99 3.41 2.31 1.54 1.01 0.68</td>
</tr>
<tr>
<td>100 x 100</td>
<td>31.14 21.66 15.01 10.36 7.14 4.88 3.32 2.25 1.51 1.00 0.65</td>
</tr>
</tbody>
</table>

### TABLE 2.9. VOQ occupancy as observed by an incoming packet for pps = 4 and b = 3.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 x 16</td>
<td>26.02 20.43 15.51 11.47 8.30 5.97 4.22 2.89 1.95 1.31 0.82</td>
</tr>
<tr>
<td>32 x 32</td>
<td>27.76 20.59 15.11 10.97 7.89 5.58 3.90 2.71 1.86 1.25 0.87</td>
</tr>
<tr>
<td>52 x 32</td>
<td>29.35 21.08 15.00 10.66 7.50 5.22 3.64 2.51 1.71 1.16 0.77</td>
</tr>
<tr>
<td>72 x 72</td>
<td>29.75 21.13 14.98 10.56 7.39 5.14 3.55 2.45 1.68 1.14 0.76</td>
</tr>
<tr>
<td>100 x 100</td>
<td>30.49 21.35 14.93 10.41 7.21 5.00 3.44 2.35 1.60 1.08 0.72</td>
</tr>
</tbody>
</table>
TABLE 2.10. VOQ occupancy as observed by an incoming packet for pps = 5 and b = 3.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered</th>
<th>packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>24.64 19.45 15.07 11.43 8.56 6.30 4.49 3.16 2.25 1.56 1.03</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>26.38 19.93 14.87 11.02 8.06 5.85 4.22 2.97 2.08 1.47 1.02</td>
<td></td>
</tr>
<tr>
<td>52 × 32</td>
<td>28.10 20.55 14.90 10.73 7.69 5.47 3.86 2.71 1.90 1.31 0.91</td>
<td></td>
</tr>
<tr>
<td>72 × 72</td>
<td>28.61 20.66 14.89 10.66 7.57 5.36 3.75 2.62 1.84 1.28 0.88</td>
<td></td>
</tr>
<tr>
<td>100 × 100</td>
<td>29.45 20.94 14.89 10.53 7.40 5.18 3.61 2.49 1.74 1.19 0.82</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 2.11. VOQ occupancy as observed by an incoming packet for pps = 1 and b = 6.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered</th>
<th>packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>14.79 15.26 26.27 28.42 8.57 2.88 1.56 0.89 0.51 0.30 0.19</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>15.17 14.53 15.69 20.97 20.81 6.67 2.55 1.37 0.80 0.49 0.32</td>
<td></td>
</tr>
<tr>
<td>52 × 32</td>
<td>15.42 14.65 15.68 20.87 20.58 6.72 2.55 1.39 0.83 0.50 0.30</td>
<td></td>
</tr>
<tr>
<td>72 × 72</td>
<td>15.49 14.23 13.23 14.82 16.52 14.95 5.57 2.21 1.16 0.69 0.40</td>
<td></td>
</tr>
<tr>
<td>100 × 100</td>
<td>15.63 14.32 13.25 14.79 16.47 14.80 5.47 2.22 1.15 0.70 0.42</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 2.12. VOQ occupancy as observed by an incoming packet for pps = 2 and b = 6.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered</th>
<th>packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>14.60 13.44 13.43 15.18 15.33 13.01 7.68 3.19 1.52 0.89 0.56</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>15.06 13.33 11.78 10.92 10.70 10.42 9.63 7.98 4.82 2.16 1.14</td>
<td></td>
</tr>
<tr>
<td>52 × 32</td>
<td>15.45 13.56 11.88 10.91 10.57 10.13 9.45 7.92 4.84 2.20 1.15</td>
<td></td>
</tr>
<tr>
<td>72 × 72</td>
<td>15.52 13.47 11.63 10.11 9.08 8.40 7.64 6.82 6.02 4.82 2.95</td>
<td></td>
</tr>
<tr>
<td>100 × 100</td>
<td>15.67 13.54 11.62 10.09 9.03 8.33 7.52 6.77 6.02 4.83 2.97</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 2.13. VOQ occupancy as observed by an incoming packet for pps = 3 and b = 6.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>Percentage of arriving packets that encountered</th>
<th>packet(s) in the queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>14.50 13.07 11.85 11.01 10.22 9.50 8.70 7.54 5.66 3.36 1.72</td>
<td></td>
</tr>
<tr>
<td>32 × 32</td>
<td>14.91 13.02 11.36 9.95 8.91 7.84 6.90 6.11 5.36 4.65 3.88</td>
<td></td>
</tr>
<tr>
<td>52 × 32</td>
<td>15.33 13.27 11.51 9.97 8.81 7.71 6.82 5.95 5.22 4.61 3.82</td>
<td></td>
</tr>
<tr>
<td>100 × 100</td>
<td>15.55 13.32 11.37 9.73 8.40 7.23 6.18 5.32 4.56 3.89 3.35</td>
<td></td>
</tr>
</tbody>
</table>
FIGURE 2.14. VOQ occupancy as observed by an incoming packet for mean burst size 6.
TABLE 2.14. VOQ occupancy as observed by an incoming packet for $pps = 4$ and $b = 6$.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$16 \times 16$</td>
<td>14.12</td>
<td>12.66</td>
<td>11.29</td>
<td>10.21</td>
<td>9.01</td>
<td>8.02</td>
<td>7.14</td>
<td>6.31</td>
<td>5.51</td>
<td>4.72</td>
<td>3.72</td>
</tr>
<tr>
<td>$32 \times 32$</td>
<td>14.72</td>
<td>12.76</td>
<td>11.06</td>
<td>9.67</td>
<td>8.42</td>
<td>7.30</td>
<td>6.33</td>
<td>5.45</td>
<td>4.65</td>
<td>3.96</td>
<td>3.34</td>
</tr>
<tr>
<td>$52 \times 32$</td>
<td>15.14</td>
<td>13.02</td>
<td>11.23</td>
<td>9.73</td>
<td>8.39</td>
<td>7.23</td>
<td>6.21</td>
<td>5.31</td>
<td>4.52</td>
<td>3.86</td>
<td>3.28</td>
</tr>
<tr>
<td>$72 \times 72$</td>
<td>15.21</td>
<td>13.00</td>
<td>11.13</td>
<td>9.55</td>
<td>8.15</td>
<td>7.02</td>
<td>6.00</td>
<td>5.13</td>
<td>4.34</td>
<td>3.68</td>
<td>3.10</td>
</tr>
<tr>
<td>$100 \times 100$</td>
<td>15.43</td>
<td>13.16</td>
<td>11.21</td>
<td>9.56</td>
<td>8.17</td>
<td>7.00</td>
<td>5.97</td>
<td>5.08</td>
<td>4.29</td>
<td>3.64</td>
<td>3.07</td>
</tr>
</tbody>
</table>

TABLE 2.15. VOQ occupancy as observed by an incoming packet for $pps = 5$ and $b = 6$.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$16 \times 16$</td>
<td>13.95</td>
<td>12.40</td>
<td>10.94</td>
<td>9.79</td>
<td>8.58</td>
<td>7.46</td>
<td>6.47</td>
<td>5.65</td>
<td>4.95</td>
<td>4.25</td>
<td>3.61</td>
</tr>
<tr>
<td>$32 \times 32$</td>
<td>14.51</td>
<td>12.57</td>
<td>10.93</td>
<td>9.47</td>
<td>8.18</td>
<td>7.08</td>
<td>6.08</td>
<td>5.20</td>
<td>4.46</td>
<td>3.78</td>
<td>3.24</td>
</tr>
<tr>
<td>$52 \times 32$</td>
<td>15.04</td>
<td>12.89</td>
<td>11.06</td>
<td>9.53</td>
<td>8.21</td>
<td>7.02</td>
<td>6.00</td>
<td>5.08</td>
<td>4.35</td>
<td>3.68</td>
<td>3.13</td>
</tr>
<tr>
<td>$72 \times 72$</td>
<td>15.05</td>
<td>12.87</td>
<td>11.03</td>
<td>9.44</td>
<td>8.05</td>
<td>6.87</td>
<td>5.87</td>
<td>4.99</td>
<td>4.25</td>
<td>3.59</td>
<td>3.05</td>
</tr>
<tr>
<td>$100 \times 100$</td>
<td>15.33</td>
<td>13.04</td>
<td>11.12</td>
<td>9.47</td>
<td>8.05</td>
<td>6.86</td>
<td>5.85</td>
<td>4.96</td>
<td>4.21</td>
<td>3.56</td>
<td>3.01</td>
</tr>
</tbody>
</table>

TABLE 2.16. VOQ occupancy as observed by an incoming packet for $pps = 8$ and $b = 6$.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$16 \times 16$</td>
<td>13.06</td>
<td>11.48</td>
<td>10.25</td>
<td>9.09</td>
<td>7.97</td>
<td>7.01</td>
<td>6.15</td>
<td>5.32</td>
<td>4.61</td>
<td>4.00</td>
<td>3.42</td>
</tr>
<tr>
<td>$32 \times 32$</td>
<td>13.75</td>
<td>11.89</td>
<td>10.45</td>
<td>9.13</td>
<td>7.95</td>
<td>6.87</td>
<td>5.97</td>
<td>5.17</td>
<td>4.43</td>
<td>3.81</td>
<td>3.24</td>
</tr>
<tr>
<td>$52 \times 32$</td>
<td>14.43</td>
<td>12.38</td>
<td>10.69</td>
<td>9.21</td>
<td>7.95</td>
<td>6.82</td>
<td>5.85</td>
<td>5.00</td>
<td>4.29</td>
<td>3.65</td>
<td>3.11</td>
</tr>
<tr>
<td>$72 \times 72$</td>
<td>14.57</td>
<td>12.45</td>
<td>10.72</td>
<td>9.22</td>
<td>7.91</td>
<td>6.78</td>
<td>5.78</td>
<td>4.94</td>
<td>4.21</td>
<td>3.59</td>
<td>3.05</td>
</tr>
<tr>
<td>$100 \times 100$</td>
<td>14.92</td>
<td>12.69</td>
<td>10.85</td>
<td>9.27</td>
<td>7.92</td>
<td>6.77</td>
<td>5.76</td>
<td>4.90</td>
<td>4.17</td>
<td>3.55</td>
<td>3.02</td>
</tr>
</tbody>
</table>

TABLE 2.17. VOQ occupancy as observed by an incoming packet for $pps = 10$ and $b = 6$.

<table>
<thead>
<tr>
<th>Switch size</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$16 \times 16$</td>
<td>12.55</td>
<td>10.88</td>
<td>9.73</td>
<td>8.71</td>
<td>7.71</td>
<td>6.81</td>
<td>6.02</td>
<td>5.26</td>
<td>4.61</td>
<td>4.04</td>
<td>3.52</td>
</tr>
<tr>
<td>$32 \times 32$</td>
<td>13.25</td>
<td>11.38</td>
<td>10.02</td>
<td>8.77</td>
<td>7.69</td>
<td>6.72</td>
<td>5.86</td>
<td>5.09</td>
<td>4.40</td>
<td>3.84</td>
<td>3.31</td>
</tr>
<tr>
<td>$52 \times 32$</td>
<td>13.93</td>
<td>11.96</td>
<td>10.40</td>
<td>9.01</td>
<td>7.81</td>
<td>6.74</td>
<td>5.82</td>
<td>5.02</td>
<td>4.31</td>
<td>3.71</td>
<td>3.17</td>
</tr>
<tr>
<td>$72 \times 72$</td>
<td>14.11</td>
<td>12.08</td>
<td>10.44</td>
<td>9.02</td>
<td>7.80</td>
<td>6.73</td>
<td>5.78</td>
<td>4.98</td>
<td>4.27</td>
<td>3.67</td>
<td>3.14</td>
</tr>
<tr>
<td>$100 \times 100$</td>
<td>14.49</td>
<td>12.34</td>
<td>10.62</td>
<td>9.12</td>
<td>7.82</td>
<td>6.71</td>
<td>5.75</td>
<td>4.92</td>
<td>4.21</td>
<td>3.59</td>
<td>3.07</td>
</tr>
</tbody>
</table>
Figure 2.15 presents the percentage of packets that are lost with $\lceil \ln n \rceil$ size VOQs for bursty traffic. The packet loss becomes appreciably higher even for $pps = 2$.

**Packet Loss for Different VOQ Sizes:** Just like with uniform random traffic, we also selected two switch sizes, $50 \times 50$ and $100 \times 100$, varied the VOQ sizes for each switch in the range $[1, \lceil \ln(n) \rceil]$, and observed the packet loss for each VOQ size. Figures 2.16 and 2.17 present the results. These results, like their uniform traffic counterpart, show that if the schedule generation time of a switch increases, thereby forcing an increase in $pps$ to ensure stability for an identical packet arrival pattern, a fixed VOQ size leads to increasing number of dropped packets, especially for the lower VOQ sizes. As shown in Figure 2.16 and especially in 2.17, $pps = 1$ translates to very low VOQ size requirements, while ensuring low packet loss. This, however, is not true for higher values of $pps$ and indirectly reinforces the fact that ensuring $pps = 1$ leads to big gains in delay (VOQ size is related to delay).

![Figure 2.15. Percentage packet loss for bursty traffic with different $pps$.](image)

**Different Frame Sizes:**

For bursty traffic we also varied the frame size in the interval $[1, 5]$ and observed the average delay for a $50 \times 50$ (resp., $100 \times 100$) switch and $1 \leq pps \leq 5$. Figure 2.18 (resp., Figure 2.19) shows the results for $b = 3$ (resp., $b = 6$).
2.6 Summary

In this chapter we presented the results from our research on the effect of the relationship between packet-transmission time and schedule-generation time on performance parameters like delay, packet loss, and VOQ requirements for a crossbar-based input-queued switch. We showed that the logarithmic delay result of Neely et al. [59] does not hold for the more practical scenario where the packet-transmission time (slot) and schedule-generation time (round) are not the same.

We proved that logarithmic delay is achievable only when for every schedule, a single packet is transmitted between a scheduled input-output pair. This restriction is acceptable in practice only if the slots and rounds are of the same duration or if the packet arrival rate is low enough such that
in spite of the unutilized switch capacity (due to a round being much longer than a slot), stability is possible.

These results point to the following important conclusions.

- Logarithmic delay is possible only if the scheduling algorithm is fast enough to match the transmission time of a packet.

- Logarithmic queue length is sufficient to store all the packets when $pps = 1$.

- The investment in additional computational hardware to reduce $pps$ could pay off in terms of reduced hardware requirement for buffer space.
Chapter 3
Fast Scheduling Algorithm on Mesh-of-Trees

3.1 Introduction
In Chapter 2 we discussed the relationship between packet-transmission time and schedule-generation time on performance parameters like delay, packet loss, and VOQ size for a crossbar-based input-queued switch. We proved that for uniform random traffic, when $\text{pps} \geq 2$ (i.e., the schedule generation time is more than the packet transmission time), packet delay is $\Omega(n)$. We also proved for bursty traffic with average burst size $b$ that when $\text{pps} > 2b$, the delay is $\Omega(n)$. This implies that there is no alternative to reducing $t_{\text{round}}$, the time to schedule a round of packets on the switch, if one wants to achieve $O(\log n)$ packet delay. This underscores the need for a fast scheduling algorithm.

We present one such algorithm in this chapter.

In an $n \times n$ input-queued switch, the set of non-empty virtual output queues (VOQs) determines the set of input-output connection requests. The main problem that the scheduling algorithm solves is that of selecting a subset of connection requests without violating the crossbar constraint. This problem is equivalent to a matching problem\(^1\) on a $2n$-node bipartite graph, where the input ports constitute one of the partitions and the output ports constitute the other partition. Edges depict input-output connection requests. It is clear that every set of communications that satisfies the crossbar constraint corresponds to a (set of) matching(s) on this bipartite graph. Figure 3.1 shows an example of the relationship between crossbar scheduling and bipartite matching. Figure 3.1(a) depicts a $3 \times 3$ crossbar with colored bars at input ports showing waiting packets for output ports with the same color. Input-port 1 has queued packets destined for all the three output ports, input-port 2 has packets destined for output ports 1 and 2, and so on. Figure 3.1(b) shows the corresponding bipartite graph that has an edge corresponding to each input-output port pair with a

---

\(^1\)A matching on a graph $G$ is a subset $M$ of edges of $G$ such that no two edges are incident on a common vertex. A matching $X$ is maximal iff there is no strict superset of $X$ that is also a matching. Matching $X$ is maximum iff no other matching has more edges than $X$. The matchings defined here are size-based matchings, in contrast to weight based matchings described in Footnote 2 on Page 42.
packet to transmit between them. Figure 3.1(c) shows a maximal matching of the bipartite graph of Figure 3.1(b). In Figure 3.1(d) crosspoints of the crossbar are set (shown as darkened circles inside boxes) to reflect the maximal matching of Figure 3.1(c).

While a matching ensures that the crossbar constraint is respected, a large matching allows a large number of packets to be transmitted in parallel. A maximum matching maximizes the number of parallel communications. The Fair Frame algorithm [59] uses a maximum matching. However, it is difficult to compute a maximum matching \( O(n^{1.5} \log n) \) [59] on a \( 2n \)-node bipartite graph. A maximal matching on the other hand, is easier to compute \( O(n \log n) \) an can replace a maximum matching if the switch has a speedup or 2 [59] (speedup is defined in Footnote 1 on Page 12). Even this \( O(n \log n) \) time is insufficient for unit \( pps \) for large values of \( n \). In this section we devise a fast (polylog time) maximal matching.

Matching, in the context of input-queued switch scheduling, is a well-studied problem. Leonardi et al. [48] and Tassiulas et al. [76] used a maximum-weight matching\(^2\) to generate a schedule. Giaccone et al. [31] presented three randomized algorithms for weight-based matching in a scheduling algorithm that achieve performance in terms of delay close to that of maximum-weight based algorithms. One of those algorithms has linear complexity and a second one nearly so \( O(n) \) and \( O(n \log^2 n) \). Zheng et al. [81] presented a similar weight-based randomized matching algorithm for input-queued switches. The iSLIP algorithm designed by McKeown [55] generates a maximal-

\(^2\)A weight-based matching uses a bipartite graph with edge weights (usually representing buffer loads). The sum of the weights of the edges in a matching is the largest possible for a maximum weight matching.
size bipartite matchings and is one of the most widely used distributed crossbar scheduling algorithms. The Cisco Gigabit Switched Router (GSR) uses iSLIP. The average time complexity of iSLIP is $O(\log n)$, but its worst case time complexity can be linear [55]. All these matching methods [48, 55, 76] result in an average packet delay of $O(n)$ slots.

Distributed switch scheduling methods, such as iSLIP, can generate a schedule in each round. This approach is faster, more efficient, and scales better for larger switches than sequential scheduling. In this chapter we present a distributed maximal-size bipartite matching algorithm to generate schedules for a crossbar switch. Our algorithm has a guaranteed polylog running time. Additionally, we use a reconfigurable structure that closely resembles a crossbar. More specifically, the approach is to use a mesh-of-trees (an implementable mesh-based structure with trees in rows and columns) inside a switch as the distributed control fabric. Coming back to the Fair Frame scheduling algorithm (see Chapter 2), each round computes a maximal matching from the set of input ports to the set of output ports corresponding to the buffered packets\(^3\). More precisely, let $I = \{i_1, i_2, \cdots, i_n\}$ and $J = \{j_1, j_2, \cdots, j_n\}$ be the sets of input and output ports. Construct bipartite graph $G = (I \cup J, E)$ such that $(i_x, j_y) \in E$ if and only if $i_x$ has a packet destined to $j_y$. A matching ensures that each input connects (if at all) to just one output and vice versa. A maximal matching ensures that for uniform random traffic, if $pps = 1$ the delay is $O(\log n)$ [59]. A similar result holds for bursty traffic as well.

Bipartite matching on parallel architectures is also a well-studied problem. Fayyazi et al. [27] presented a linear-time PRAM algorithm for finding a maximum-weight matching in general bipartite graphs. Hanckowiak et al. [35] presented an algorithm for a distributed graph that computes a maximal matching of its own (unknown) topology in polylog number of communication rounds. Kelsen [44] presented a maximal-size bipartite matching algorithm that runs in time $O(\log^3 n)$ on an EREW PRAM with $\frac{m+n}{\log^2 n}$ processors. We base our mesh-of-trees algorithm on this algorithm.

In the next section we briefly describe Kelsen’s bipartite matching algorithm. We then design our

\(^3\)Note that Fair Frame [59] computes a maximum and not a maximal bipartite matching, but a maximal bipartite matching algorithm will also guarantee stability and logarithmic delay with a speedup of 2. A speedup of 2 is common in today’s routers. For example, Cisco CRS-1 has an internal speedup of 3.5 [39].
algorithm for the R-Mesh model, which can be efficiently simulated on a mesh-of-trees structure (proved in Lemma 3.3.3). Section 3.3 describes details about the R-Mesh architecture and its simulation on a mesh-of-trees, and Section 3.4 details the R-Mesh bipartite matching algorithm.

3.2 Kelsen’s $O(\log^3 n)$ Bipartite Matching Algorithm on the PRAM

Kelsen [44] presented an algorithm that runs in $O(\log^3 n)$ time with $\frac{m + n}{\log^3 n}$ processors on an EREW PRAM to generate a maximal matching on a directed bipartite graph $G$ with $n$ vertices and $m$ edges. The algorithm also applies to an undirected bipartite graph where each edge is replaced by two oppositely directed edges, as shown in Figures 3.3(a) and 3.3(b). Figure 3.2(a) shows the basic structure of the algorithm.

The general idea of the algorithm is to start with an empty graph (matching) $X_0$ and iteratively add vertices and edges to it so that $X_i$ (output of $i^{th}$ iteration) is always a matching on the original graph $G$. The algorithm terminates after iteration $\alpha$ when adding more edges to $X_\alpha$ causes it to not be a matching. Figure 3.2(a) illustrates the structure of the algorithm.

The algorithm has two main procedures: *match* and *halve*. In iteration $i$, procedure *match* (Figure 3.2(b)) takes as input graph $G_i$ and computes a matching $M_i$ incident on at least $1/6$ of the edges of $G_i$. This guarantees that $X$ will be a maximal matching after $O(\log n)$ iterations of the loop in Figure 3.2(a). The exact number of iterations to produce a maximal match depends on how “good” (large) $M$ is. Procedure *match* is also iterative and in iteration $j$ calls procedure *halve* for graph $G_{ij}$ to halve the degree of each vertex in $G_{ij}$.

Procedure *halve* is called by *match* and accepts graph $G_{ij}$ as its parameter. Let $G_{ij} = \{V_{ij}, E_{ij}\}$, and, for each vertex $v \in V_{ij}$, let $\delta(v)$ denote its degree. Then, procedure *halve* returns a subgraph $H = \{V_{ij}, E\}$ of $G_{ij}$ such that for each vertex $v$ of $H$, the degree of $v$ in $H$ is either $\lceil \frac{\delta(v)}{2} \rceil$ or $\lfloor \frac{\delta(v)}{2} \rfloor$.

The main idea of *halve* is to compute an Euler partition of $G_{ij}$, i.e., a decomposition of $G_{ij}$ into edge-disjoint paths with the property that every vertex with odd (resp., even) degree is an end-vertex of exactly one (resp., zero) path. Kelsen defined two relationships among the edges of the
bipartite graph, partners and successors, and used that to find the Euler partitions. Kelsen paired among edges incident on the same vertex $u$ of $G_i$ and defined them as partners. Further, for an edge $(u, v)$ in $G_i$, define $successor(u, v) = partner(v, u)$. For example, in Figure 3.3(b) edges $(a, u)$ and $(a, v)$ are partners of each other, and so are $(u, a)$ and $(u, c)$, since both these pairs of edges are incident on the same vertex $a$ and $u$ respectively. Moreover, $successor(a, u) = partner(u, a) = (u, c)$. Intuitively, during generating matchings, if an edge is included in a matching, then neither its partner nor its successor can be included in that matching. Graph $G^*$ represents the set of Euler partitions of $G_{ij}$. Figure 3.3(c) shows $G^*$ corresponding to the bipartite graph of Figure 3.3(b).
Each edge of Figure 3.3(b) is a vertex in $G^*$. There is an edge in $G^*$ between two vertices if one of the corresponding edges in $G_{ij}$ is the successor of the other. Two coloring the edges on each path in $G^*$ and selecting only one of the colors results in halving the degree of each vertex. For details of the correctness of this algorithm, refer to Kelsen [44].

Kelsen used parallel list ranking to accomplish the two coloring. We will take a different approach, exploiting the bus structure of the Euler partition as embedded in an R-Mesh, to achieve the same end.

### 3.3 Reconfigurable Mesh Preliminaries

A reconfigurable mesh (R-Mesh) is a well-studied reconfigurable architecture [77]. A linear directed R-Mesh (DR-Mesh) consists of an array of processing elements (PEs) connected by a mesh-based interconnection fabric. A PE connects to each of its four neighbors using a pair of oppositely directed links. Each PE has four pairs of ports, $N, E, W, S$, each of which has an incoming and an outgoing port represented by $N_i, N_o$, etc. A PE can internally connect an incoming port to any of its
outgoing ports to create a bus. We represent each internal connection inside a PE as an ordered pair, for example \((N_iS_o)\) represents a connection from the north incoming to the south outgoing port\(^4\).

Figure 3.4 shows a \(3 \times 5\) DR-Mesh with 15 PEs. Figure 3.4 also shows a few pairs of buses: one connecting the \(W\) set of ports of PE(2, 0) with the \(N\) set of ports of PE(0, 1), another connecting the \(S\) set of ports of PE(2, 3) with the \(E\) set of ports of PE(2, 4), and a third connecting the \(W\) set of ports of PE(0, 0) with the \(W\) set of ports of PE(0, 2). Once a bus is created, any PE can write (resp., read) data to (resp., from) any of its ports that the bus spans.

![Figure 3.4: A 3 × 5 DR-Mesh.](image)

In a general (undirected) R-Mesh, all ports and buses are undirected. The algorithm in this paper uses an R-Mesh to create pairs of parallel buses that are structured as though in a DR-Mesh. Although our algorithm does not use the directionality of these buses, we describe it as though it was run on a DR-Mesh because the description is simpler. Each PE connects corresponding pairs of ports (as in Figure 3.4), for example, if a PE connects \(N_i\) and \(S_o\), then it also connects \(S_i\) and \(N_o\). A \(2 \times 2\) block of R-Mesh processors can emulate (in an undirected way) the connections of a DR-Mesh processor making such connections.

A horizontal-vertical R-Mesh (HVR-Mesh) is one in which every bus lies on a single row or column, or in other words none of the buses has any bends.

**Lemma 3.3.1.** (Matsumae and Tokura [53]): An \(n \times n\) HVR-Mesh can simulate each step of an \(n \times n\) R-Mesh in \(O(\log^2 n)\) time.

\[\square\]

\(^4\)In general, we use the notation \(\langle N, S \rangle\) to represent the connections \((N_iS_o)\) and \((S_iN_o)\) simultaneously.
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A $1 \times n$ HVR-Mesh is a segmentable bus. A circuit-switched-tree (CST) (see also Chapter 4) is a binary tree-like structure where each leaf is a PE and each internal node is a switch.

**Lemma 3.3.2.** (El-Boghdadi et al. [24]): An $n$-processor CST can simulate each step of an $n$-processor segmentable bus in $O(\log n)$ time.

The CST elements needed to simulate a segmentable bus are simple computational gates. Thus, the $O(\log n)$ time refers to computational gate delays. In a system with $n$ components, a $\log n$ bit address is typically used. Even the decoder for this address would have $O(\log n)$ gate delay. Thus, the delay for emulating a segmentable bus would be a few clock cycles in practice.

An $n \times n$ HVR-Mesh is an $n \times n$ array of PEs with a segmentable bus in each row and each column. An $n \times n$ mesh-of-trees is analogous to an HVR-Mesh in that it is an $n \times n$ array of PEs with a CST in each row and column.

**Lemma 3.3.3.** A $n \times n$ mesh-of-trees can simulate each step of an $n \times n$ R-Mesh in $O(\log^3 n)$ time.

**Proof.** By Lemma 3.3.1, an HVR-Mesh can simulate any step of an R-Mesh in $O(\log^2 n)$ time. By Lemma 3.3.2, an $n$-processor CST can simulate a step of a row or column of a $n \times n$ HVR-Mesh in $O(\log n)$ time, so an $n \times n$ mesh-of-trees can simulate a step of an $n \times n$ HVR-Mesh in the same time. Hence, a mesh-of-trees can simulate an R-Mesh in $O(\log^3 n)$ time, which proves the lemma.

Efficient R-Mesh solutions for various problems exist [77]. We describe solutions to two such problems – prefix sums and neighbor localization. We use these solutions later in R-Mesh algorithms.

**Prefix Sums:** For $0 \leq i \leq n$, the $i^{th}$ prefix sum of a set of bits $b_0, b_1, \cdots, b_n$ is $b_0 + b_1 + \cdots + b_i$. We use an $n+1 \times n$ R-Mesh as shown in Figure 3.5. We assume PE$(0, i)$ ($0 \leq i \leq n$) holds $b_i$. To start, each PE$(0, i)$ broadcasts $b_i$ down its column. Each non-top-row PE receives $b_i$ and configures itself based on the value of $b_i$. If $b_i = 1$, then the PE configures itself as $(NE, SW)$; that

---

5 An $n$-PE segmentable bus is a linear bus with $n - 1$ segment switches, each connected to a PE. PEs can open/close these switches to partition the bus into blocks of contiguous PEs. Each PE can write to its segment and all other processors incident on the segment can read the written data. A segmentable bus is equivalent to a one-dimensional R-Mesh.
is connecting $N$ and $E$ ports and $S$ and $W$ ports as two separate connections. Otherwise, the PE configures itself as $(EW)$. These steps will create a bus connecting the $W$ port of PE$(0,0)$ to the $E$ port of PE$(n^{th \text{ prefix sum}}, n)$ (shown in bold). PE$(0,0)$ then sends a signal on its $W$ port. PE$(i, j)$ (for any $0 \leq j \leq n$) receives that signal at its $E$ port iff the $j^{th}$ prefix sum is $i$. For more details refer to Vaidyanathan and Trahan [77].

![FIGURE 3.5. Prefix sums computation on an R-Mesh.](image)

An R-Mesh is often implemented as a mesh-of-trees in practice. In that case, a one-dimensional R-Mesh with a row tree can compute prefix sums using the row tree in log $n$ iterations.

**Neighbor Localization:** Given a one-dimensional R-Mesh with each PE flagged with a bit indicating it to be either active or inactive, neighbor localization finds a list of active PEs in the order of their position. In this algorithm, initially, each PE sets a variable $nbr$ to $NIL$. Then, as shown in Figure 3.6, each inactive PE makes the connection $(EW)$, while each active PE disconnects all ports internally. Now, each active PE writes its column index to the $W$ port and reads the value written to its $E$ port and stores it in $nbr$, at which point $nbr$ contains the column index of the neighbor of each active PE. Refer to Vaidyanathan and Trahan [77] for more details.

![FIGURE 3.6. Neighbor localization on an R-Mesh.](image)
3.4 R-Mesh Bipartite Matching Algorithm

For our purposes we assume an $n \times n$ crossbar switch has an $n \times n$ R-Mesh as the distributed computation fabric that create the schedule. We now place the matching algorithm in the context of the scheduling algorithm for the input-queued switch.

At the beginning of each frame, for each $1 \leq i, j \leq n$, processors calculate the traffic matrix in the form of a value $r(i, j)$ representing the number of rounds required to transmit all the packets in queue$(i, j)$ destined from input port $i$ to output port $j$. The R-Mesh does not update $r(i, j)$ for incoming packets until the beginning of the next frame; note, however, that a PE decrements $r(i, j)$ by one whenever the corresponding input-output pair is present in a matching, that is, when a packet in queue $(i, j)$ has been scheduled. We flag a PE$(i, j)$ as active (resp., inactive) if $r(i, j) > 0$ (resp., $r(i, j) = 0$). These flags constitute the adjacency matrix of graph $G$, input to the matching algorithm.

The R-Mesh implementation of each step of match (except for halve) is straightforward and can be achieved by neighbor localization. To accomplish the goal of the PRAM version of halve (Figure 3.2(c)), the R-Mesh likewise computes an Euler partition (but differently than the PRAM) and two-colors vertices (again differently than the PRAM). The DR-Mesh embeds an Euler partition of the input bipartite graph using two oppositely directed but parallel buses. While implementing halve, we create buses connecting active PEs in such a manner that each active PE connects to the next active PE (if any) on its row (resp., column) by a row (resp., column) bus-segment. We call two active PEs connected by a row (resp., column) bus-segment as row-neighbors (resp, column-neighbors). Additionally, at each active PE, each bus bends from a row to a column in one direction and from the same column to the row in the other. A limitation of any mesh-based structure is that no two buses in the same direction can overlap. We actually use this limitation to our advantage in creating an elegant bus structure that we use later to two-color the active PEs on a bus.

The following pseudo-code describes Procedure halve.
TABLE 3.1. \( \text{tag} \) of active PEs based on \( ps_{\text{row}} \) and \( ps_{\text{col}} \).

<table>
<thead>
<tr>
<th></th>
<th>odd ( ps_{\text{row}} )</th>
<th>even ( ps_{\text{row}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>odd ( ps_{\text{col}} )</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>even ( ps_{\text{col}} )</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE 3.2. Internal bus connections depending on \( \text{tag} \).

<table>
<thead>
<tr>
<th>( \text{tag} )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td></td>
</tr>
</tbody>
</table>

**Procedure halve**

*Input:* A \( 2n \)-node bipartite graph \( G_i \) represented on an \( n \times n \) R-Mesh as an adjacency matrix. Each edge in the graph is represented by a PE flagged as active. (PE\((i, j)\) is flagged as active to denote the edge between vertices \( i \) and \( j \).)

*Output:* A bipartite graph with degree of each vertex of the input bipartite graph halved, represented on an \( n \times n \) R-Mesh. Each edge in the graph is represented by a PE flagged as active.

**Algorithm:**

1. Calculate prefix sums of active PEs in each row and each column. An active (resp., inactive) PE contributes a 1 (resp., 0). Each active PE receives its prefix sum from its row and from its column, denoted by \( ps_{\text{row}} \) and \( ps_{\text{col}} \), respectively.

2. Each active PE disconnects all its internal connections and each inactive PE connects as \((N, S)\) and \((E, W)\).

3. Each active PE generates a \( \text{tag} \), \( 0 \leq \text{tag} \leq 3 \), using its \( ps_{\text{row}} \) and \( ps_{\text{col}} \) values as shown in Table 3.1.

4. Each active PE with \( \text{tag} \neq 3 \) makes the internal connections as shown in Table 3.2.

5. Call Procedure *elect-leader*, which flags the topmost-leftmost PE in each bus as leader.
6. Each leader PE in row \( i \) and column \( j \) writes the value 0 to the \( E_o \) port. Additionally, if the leader PE had not received its own indices \( i \) and \( j \) in procedure \textit{elect-leader}, it writes 1 to the \( S_o \) port.

7. Each active PE with some internal connection reads from both the incoming ports that have internal connections (see Table 3.2). If it reads a value 0 (resp., 1) either from its \( E_i \) or \( W_i \) (resp., \( N_i \) or \( S_i \)) port, then it makes its status inactive.

The main aspect of our implementation of \textit{halve} is the way the bus structure creates the Euler partition. Figure 3.7 shows the execution as well as result of \textit{halve} on a \( 4 \times 4 \) DR-Mesh. Figure 3.7(a) shows the bipartite graph that is the input to \textit{halve}. Kelsen’s algorithm works on a directed graph. Hence, each edge in Figure 3.7(a) is actually two oppositely directed edges which we do not show here. PEs with bold (resp., thin) outlines in Figure 3.7(b) represent active (resp., inactive) PEs. Note that each active PE corresponds to an edge in the bipartite graph.

Kelsen’s algorithm determined a partner and a successor for each edge. For example, edge \((a, u)\)’s partner and successor will be \((a, v)\) and \((u, c)\) respectively. Our algorithm’s bus creation mechanism automatically captures these partner and successor relationships. Edges of the bipartite graph denoted by two successive active PEs connected by a row (resp., column) bus are each other’s partner (resp., successor).

Kelsen’s algorithm created a graph \( G^* \) corresponding to the Euler partition of \( G_{ij} \). A vertex in \( G^* \) corresponds to an edge in \( G_{ij} \) and an edge in \( G^* \) is based on successor relationships in \( G_{ij} \). In our case, active PEs in the same row or column indicate edges in \( G_{ij} \) incident on the same vertex. Additionally, active PEs directly connected by a row/column bus indicate partner/successor. Since we are using a mesh structure, pairing neighboring active PEs on row and column directly produces an Euler partition. To achieve this pairing, Step 1 computes prefix sums for each active PE, and Step 4 creates internal connections pairing an odd PE with the next even one in each row and column by establishing a bus through each active PE spanning both its row and column neighbors. This bus corresponds to an Euler partition. In Kelsen’s algorithm, edges \((a, u)\) and \((u, c)\) of Figure 3.7(a)
would have been nodes in $G^*$ with an edge from $(a,u)$ to $(u,c)$. The bus directly connecting them in Figure 3.7(b) denotes the same.

For example, if we consider Figures 3.7(a) and 3.7(b), each PE in Figure 3.7(b) corresponding to an edge in Figure 3.7(a) is active. If we consider the edge $(b, v)$, then the corresponding PE, PE$(b, v)$ will have odd row and even column prefix sums. This signifies its row neighbor is to its right and column neighbor is above it. Accordingly, PE$(b, v)$ connects its north and east ports to make a bus spanning its row and column neighbors.

Once these buses corresponding to an Euler partition are created, we want to choose alternate active PEs on each bus to include in the matching. We achieve this by first picking a leader in each bus. The leader then picks one of the two oppositely directed but parallel buses and informs all
the others. Note that in the direction of the bus, active PEs alternate with bus entering on the row, leaving on the column and bus entering on the column, leaving on the row. We use this as the basis of two-coloring. In contrast, Kelsen used parallel list ranking to two-color the paths in his Euler partition.

Figure 3.7(c) shows the R-Mesh after the execution of halve. Note that half of the active PEs in each row and column have now become inactive. Figure 3.7(d) shows the resultant bipartite graph with the degree of each vertex halved.

We now present our procedure elect-leader. That procedure selects the topmost-leftmost active PE in each bus as the leader (the topmost-leftmost active PE will always have tag = 3).

**Procedure elect-leader**

**Input:** An \( n \times n \) R-Mesh with one or more buses connecting active PEs. Each active PE has a tag in \([0, 3]\) associated with it.

**Output:** The topmost-leftmost PE in each bus flagged as the leader.

**Algorithm:**

1. Each active PE with tag = 3 and no internal connections repeats the following three steps until it receives either its own indices or no value:

   (a) Each active PE \((i, j)\) with tag = 3 writes the values \(i\) and \(j\) to its \(E_o\) and \(S_o\) port.

   (b) Each active PE \((i, j)\) with tag = 3 reads from its \(E_i\) (resp., \(S_i\)) port, and if there is a value, stores it in variables \(k_1\) and \(\ell_1\) (resp., \(k_2\) and \(\ell_2\)).

   (c)  
      i. If PE \((i, j)\) read a value at its \(E_i\) port in Step 1(b) and if \(\ell_1 < j\) or \((\ell_1 = j\) and \(k_1 < i\)), then make the internal connections corresponding to tag = 3 from Table 3.2.

         ii. If PE \((i, j)\) read a value at its \(S_i\) port in Step 1(b) and if \(\ell_2 < j\) or \((\ell_2 = j\) and \(k_2 < i\)), then make the internal connections corresponding to tag = 3 from Table 3.2.

2. Each active PE \((i, j)\) with tag = 3 and no internal connections additionally flags itself as leader.
The goal of elect-leader is to designate a single PE on each bus as leader. Our design of elect-leader ensures that the leftmost-topmost PE becomes the leader. The leftmost-topmost PE on each bus will always have \( \text{tag} = 3 \). However, each bus can have multiple PEs with \( \text{tag} = 3 \). For example, the longer bus in Figure 3.7(b) spanning eight active PEs has two PEs with \( \text{tag} = 3 \). The main idea in elect-leader is that in each iteration, each PE \((i, j)\) with \( \text{tag} = 3 \) communicates with the next PE with \( \text{tag} = 3 \) along the bus in both the directions, and based on the information it receives from other \( \text{tag} = 3 \) PEs, PE\((i, j)\) either drop out of contention from the leader election or participate in the next iteration.

**Lemma 3.4.1.** The topmost-leftmost PE of any bus will have \( \text{tag} = 3 \).

*Proof.* We prove this by contradiction. Let us assume that the topmost-leftmost PE of a bus has \( \text{tag} = 0 \). This means its \( \text{ps}_{\text{row}} \) calculated in Step 1 of halve is even, that is, the row contains an even number of active PEs including the leftmost in its row between column 0 and its column. This implies this PE will be connected to another PE to its left by a row bus-segment which contradicts our assumption. Similar arguments are valid for the other tags thus proving the lemma.

**Lemma 3.4.2.** Procedure elect-leader elects a leader in \( O(\log n) \) time.

*Proof.* Let PE\((i_1, j_1)\) and PE\((i_2, j_2)\) be two \( \text{tag} = 3 \) PEs directly connected by a bus. Since these are two distinct PEs, at least one of the relations \( i_1 \neq i_2 \) and \( j_1 \neq j_2 \) always holds. This means at least one of the four conditions of Steps 1\((c)(i)\) and 1\((c)(ii)\) is satisfied for one of these PEs. Hence, that PE drops out of contention for being the leader. Since, the algorithm removes at least one out of two consecutive \( \text{tag} = 3 \) PEs from contention in any iteration, in at most \( \log n \) iterations all but one PE will be removed from contention.

### 3.5 Time Complexity

An R-Mesh can calculate the prefix sums in halve in \( O(\log n) \) time [18]. Procedure elect-leader will also take \( O(\log n) \) time on an R-Mesh as each iteration of the loop eliminates at least half of the PEs on a bus with \( \text{tag} = 3 \) from the leader election. Hence, halve takes \( O(\log n) \) time to complete.
Procedure \textit{match} invokes \textit{halve} until each vertex in the bipartite graph has a single neighbor. Since each iteration halves the degree of a vertex, \(O(\log n)\) iterations of \textit{halve} will reduce the degree of each vertex to at most 1. So, \textit{match} completes in \(O(\log^2 n)\) time.

As noted earlier, \(O(\log n)\) iterations of \textit{match} produce the maximal matching. Hence, the total time needed to generate the maximal matching on an R-Mesh is \(O(\log^3 n)\).

In Lemma 3.3.3 we showed that an \(n \times n\) mesh-of-trees can simulate a step of an \(n \times n\) R-Mesh in \(O(\log^3 n)\) time. Hence, our algorithm will run on a mesh-of-trees in \(O(\log^6 n)\) time.

\textbf{Theorem 3.5.1.} A maximal-size bipartite matching on a graph with \(n\) vertices in each partition can be generated in \(O(\log^6 n)\) time on an \(n \times n\) mesh-of-trees.

This complexity of the bipartite matching determines the time complexity of the Fair Frame algorithm. Hence, our matching algorithm in the Fair Frame scheduling method will complete a schedule in \(O(\log^6 n)\) time.

\textbf{Corollary 3.5.2.} Scheduling packets on an \(n \times n\) switch can be completed in \(O(\log^6 n)\) time on an \(n \times n\) mesh-of-trees.

The above time complexity is the worst case. The best (and probably the average) case can be significantly faster. As noted in the remarks after Lemma 3.3.2, for all practical purposes the simulation of the segmentable bus runs in a few clock cycles. Thus in a way one, could say that the time complexity of the scheduling algorithm is \(O(\log^5 n)\). Additionally, the simulation of Matsumae and Tokura [53] represents the worst case where arbitrary R-Mesh buses are possible. Our case involves only linear buses for which a better simulation may be possible. The \(O(\log n)\) calls to \textit{halve} assume nodes to have \(O(n)\) degree. For a limited degree graph (such as, for example, when the frame has \(\Theta(\log n)\) slots), \textit{halve} will only need \(\Theta(\log \log n)\) iterations.

\textbf{3.5.1 Other Considerations}

In Section 3.4, for simplicity we assumed that the number of rounds \(r(i, j)\) needed to transmit all the packets in a queue \(\text{queue}(i, j)\) was available at \(\text{PE}(i, j)\). Even if we do not make that assumption, we can modify the algorithm to ensure no loss in efficiency. Since the frame size is
$O(\log n)$, at most $O(\log n)$ packets can arrive during a frame at an input $i$. So, we can interleave the queue-status update for the next frame with computation of the current frame. For example, if we assume input $i$ receives a packet for output $j$ and is connected to output $k$ in the current frame, then $i$ can broadcast a message on its row bus to indicate to $\text{PE}(i,j)$ a new arrival. At the start of the next frame, each $\text{PE}(i,j)$ would hold a current status of $\text{queue}(i,j)$.

3.6 Summary

In this chapter we designed a maximal-size bipartite matching algorithm that runs in polylog time on a mesh-of-trees. This is a significant improvement over existing sequential algorithms that run in linear time and distributed algorithms that are experimentally shown to run in logarithmic time, but can take linear time in the worst case.

Open problems include improving the algorithm by using the regularity of the bus structure in finding the leader. If we are successful, then this will speed-up the algorithm by a factor of $\log n$. 
Chapter 4
Scheduling and Configuration of the Circuit-Switched Tree

In this chapter we present efficient scheduling and configuration algorithms for the circuit-switched tree (CST). The CST is an important interconnect used to implement dynamically reconfigurable architectures. A CST has a binary tree structure with sources and destinations as leaves and switches as internal nodes. These leaves communicate among themselves using the links of the tree. In a parallel processing environment these sources and destinations for a communication are processing elements (PEs). Key components for successful communication on a CST are scheduling individual communications and configuring the CST switches to establish data paths. Patterns and conflicts created by the positions of source and destination leaves generate various CST-switch scheduling and configuration problems. Here, we present algorithms to solve several such problems. The algorithms are distributed and require only local information, yet they capture the global picture to ensure proper communication. In the next section we present background information about the CST. The section includes applications of the CST, its structure, and a description of various communication sets created by relative positions of sources and destinations of communications on a CST. Sections 4.2 – 4.4 present the algorithms for CST-switch scheduling and configuration.

4.1 CST Background

Dynamic reconfiguration is a versatile computing technique. Various dynamically reconfigurable architectures like the reconfigurable mesh (R-Mesh) offer extremely fast solutions to many problems [77]. Though these theoretical models are very powerful, their assumption of constant delay for buses of arbitrary size and shape makes their implementation difficult.

Field-programmable gate arrays (FPGAs), on the other hand, provide a practical reconfigurable platform [8, 15, 62]. FPGAs typically depend on off-chip data for configuration. Thus they need large reconfiguration times making them unsuitable to implement extremely fast, R-Mesh-type, dynamically reconfigurable models. Though advances like partial reconfiguration [80], context-
switching [7, 45, 75], and configuration bitstream compression [62] have reduced reconfiguration
times, they are yet to reach the speed and flexibility required by models like the R-Mesh.

The Self-Reconfigurable Gate Array (SRGA) architecture [73, 74] is an FPGA-like structure
that can reconfigure using on-chip data at run time (see Figure 4.1). Hence, reconfiguration is
very quick, possibly within a few clock cycles. Individual processing elements (PEs) use local
information to reconfigure the SRGA at run time. This feature, that individual PEs act on local
information to reconfigure at run time, makes the SRGA similar to the R-Mesh.

FIGURE 4.1. The Self-Reconfigurable Gate Array.

The CST [21] is a key component of the SRGA architecture acting as the building block for
its interconnection fabric. The CST can implement other dynamically reconfigurable architectures
with R-Mesh-like structures [23, 25]. The CST supports several communication patterns with im-
portant applications [24]. It may also serve as an interconnect in Infiniband-type networks [51] and
networks-on-chip (NoCs) [3, 9, 10].

One of the most important aspects of using the CST to facilitate dynamic reconfiguration is the
algorithm that configures the switches to establish dedicated data paths among PEs. The other,
equally important, issue with using a CST for communications is, given a set of communications,
how to schedule them in an efficient order. We define this scheduling of communications on the
CST later.

A communication refers to the transfer of data from a source PE to a destination PE; that is, it
is a point-to-point communication. Because the CST is a tree, each communication corresponds
to a unique path from the source leaf to the destination leaf. A communication set is simply a set of communications. Figure 4.2 depicts a communication set comprising three communications, (0, 1), (2, 7), and (4, 6) (each pair of numbers refers to source of the communication and the corresponding destination).

![Diagram of a CST](image)

FIGURE 4.2. Communications on a CST; a dark (resp., shaded) leaf represents a source (resp., destination).

A CST can simultaneously perform multiple communications if their paths share no edge in the same direction. Define the width of a communication set as the maximum number of communications (paths) that share an edge in the same direction [21, 24]. The communication set of Figure 4.2 has a width of 2, as communications (2, 7) and (4, 6) use edge e in the same direction. On the other hand, the absence of either (2, 7) or (4, 6) would make the width of the communication set 1. The significance of the width is that a width-w communication set requires at least w rounds to complete. In the current example, the width-2 communication set requires two rounds to complete as (2, 7) and (4, 6) cannot be performed simultaneously (they share edge e).

In each round of performing communications, the CST configuration algorithm must select a subset of communications that are compatible, then configure switches accordingly. We define this partitioning of the communication set into blocks of compatible communications as scheduling. Note that a width-1 communication set has a trivial schedule since there are no conflicting communications.

### 4.1.1 Structure of the CST

The CST (Figure 4.2) is a balanced binary tree in which each leaf is a PE (or, in general, a source and/or destination of a communication) and each internal node is a switch. The edges of the CST
are full duplex links capable of carrying data in both directions simultaneously. Thus, each switch
of the CST has three data inputs and three data outputs: an input-output pair to each of its two
children and its parent (if any). Configuring a switch amounts to establishing connections from its
inputs to its outputs. Several configurations are possible for any switch (Figure 4.3 shows some).

![FIGURE 4.3. Some arbitrary configurations of a CST switch.]

Configuring the switches of the CST establishes direct data paths among PEs. For example, in
Figure 4.2, configuring switch $a$ as shown plays a role in establishing a data path from PE 0 to
PE 1. Hence, configuring the CST for a given set of communications amounts to configuring the
switches to establish the required data paths. It should be pointed out that an input from a neighbor
of a switch (child or parent) cannot be directed to the same neighbor. This restriction limits every
path between leaves of an $n$-leaf CST to traverse at most $2 \log n - 1$ switches. This upper bound
on the path delay motivates the argument [7] that a signal can traverse up or down the tree very
quickly (potentially in one clock cycle). The algorithms that we present here use a small constant
number of traversals of the CST (upto 8 per round for the algorithm of Section 4.4).

4.1.2 Communications on a CST

In a width-$w$ communication set ($w > 1$), two communications are incompatible if they share a
common edge in the same direction. Communications are source incompatible (resp., destination
incompatible) if they share an edge in the upward (resp., downward) direction. For example, com-
munications $(2,7)$ and $(4,6)$ in Figure 4.2 are destination incompatible. Two incompatible com-
munications cannot be simultaneously routed on a CST; they require two separate steps. Hence, a
width-$w$ communication set requires at least $w$ steps to route in a CST. If a CST can perform these
communications in exactly $w$ steps, then call the communication set as width partitionable [21].
There exist communication sets that are not width partitionable. If a configuration algorithm optimally schedules and configures a width-partitionable, width-$w$ communication set, then in each of $w$ rounds, the width of the set of communications that is not yet scheduled decreases by one.

A multicast $(s,D)$ consists of a source PE $s$ and a set $D$ of destination PEs; in a multicast, $s$ sends a piece of information to all PEs in $D$. If $D = \{d\}$ is a single element set, then $(s,\{d\})$ or simply $(s,d)$ is a point-to-point communication. We use the term communication loosely in this chapter to mean a point-to-point communication, and the term multicast denotes a set of multicasts. Figure 4.2 shows point-to-point communications $(0,1)$, $(2,7)$, and $(4,6)$. Figure 4.4 shows a set of two multicasts $M_1 = (0, \{1,2\})$ and $M_2 = (3, \{4,5,6\})$.

A communication set is right oriented if, for every communication in that set, each destination is to the right of the corresponding source; similarly, it is left oriented if, for every communication in that set, each destination is to the left of the corresponding source. The communication set in Figure 4.2 is right oriented as each destination is to the right of its corresponding source. The algorithms presented here are for right-oriented communication sets; clearly they have trivial adaptations to left-oriented sets. Note that one can partition a communication set into a right-oriented set and a left-oriented set.

One can also classify communication sets according to the patterns the constituent communications form. A well-nested communication set is one in which the communications correspond to a balanced, well-nested parenthesis expression. Figures 4.2 and 4.5 show well-nested commu-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.4.png}
\caption{A multicast set.}
\end{figure}
communication sets. Oriented, well-nested sets are width partitionable [21]. The well-nested property of a communication set also apply to multicasts. More formally, a well-nested multicast is one in which the source and any one destination of each multicast correspond to a balanced, well-nested parenthesis expression.

![A well-nested communication set; a source (resp., destination) corresponds to a left (resp., right) parenthesis.](image)

The SRGA architecture uses a CST for communication over each row/column. Sidhu et al. [73, 74] presented a CST routing algorithm that handles only one communication on a CST at a time. This limit is substantially short of the full communication and computation capacity of the architecture. The CST configuration algorithm of El-Boghdadi [21] allows multiple communications on a CST, but it restricts the communications to be edge-disjoint, i.e., no two communications can use any edge of the CST even in opposite directions.

### 4.1.3 CST Configuration

A CST configuration algorithm is key to communicating over a CST. The algorithm presented here configures CST switches to establish requisite data paths for a communication set.

Figure 4.6 shows the basic internal structure of a CST switch [21]. The switch contains two parts: the control unit and the data unit. The control unit receives information about communications that need to use that switch from the left and right children of the switch and uses them to generate information to send to the switch’s parent. Subsequently, the control unit receives information from the parent switch instructing it to configure itself in some way to establish the required paths. The control unit uses this information to instruct the data unit to establish data paths. Furthermore, the control unit passes down appropriate control information for the configuration of its child switches.
We say that the source of a communication matches its corresponding destination at a switch $u$ if the control information emanating from the source and the control information emanating from the destination meet at $u$. For this, $u$ has to be the lowest common ancestor of the source and the destination. Further, the assumption that the communication set is right oriented means that for a source-destination pair to match, $u$ must receive the source information from the left subtree and the destination information from the right subtree.

4.2 The Configuration Algorithm for Width-$w$ Communication Sets

The algorithm we present has five phases, which correspond to one round of scheduling and switch configuration for a width-$w$ communication set. Subsequent rounds repeat the same procedure, with the completed communications removed. For example, our algorithm will schedule the communications $(0, 1)$ and $(2, 7)$ of the communication set of Figure 4.2 in the first round followed by $(4, 6)$ in the second round.

The five synchronous phases of the algorithm are as follows.

The General CST Configuration Algorithm

*Phase 1*: Assign an ID to each communication in the communication set to uniquely identify it.

*Phase 2*: Each PE that is a source or destination of a communication sends its ID to its parent. These IDs flow up the tree towards the root until meeting a match, with each switch recording the IDs that reach it.
**Phase 3:** Starting from the root, switches send control information down to the leaves. Based on this information, switches configure themselves. The sources and destinations of the communications for which the algorithm establishes a path receive back their own IDs, while the other sources and destinations receive a null symbol.

**Phase 4:** Source PEs for which Phase 3 configured their communication paths now write their data; corresponding destinations read.

**Phase 5:** Determine whether all communications have been completed. If any communication remains to be scheduled, then go to Phase 1. Otherwise, the algorithm terminates.

As pointed out earlier, these five phases will iterate at least \( w \) times for a width-\( w \) communication set.

Phase 1 assigns a common ID to the source and destination of each communication. In general, the IDs may need to be supplied to the algorithm as input. For certain communication classes, the algorithm itself can calculate IDs for the communications (as our algorithm for the well-nested class will do). Note that the IDs themselves need not necessarily be unique to uniquely identify each communication. As we will see later, for the well-nested class, non-unique IDs suffice.

In Phase 2, each switch receives a set of source IDs and a set of destination IDs from each of its children (these sets could be empty). If a switch \( u \) receives a source ID \( \alpha \) from its left child and the same destination ID \( \alpha \) from its right child, then that source-destination pair matches at \( u \). In that case, \( u \) does not send ID \( \alpha \) to its parent and instead sends to its parent only those IDs that do not match at \( u \).

Formally, in Phase 2 (see Figure 4.6), each switch receives a set of source IDs \( S_L \) (resp., \( S_R \)) and destination IDs \( D_L \) (resp., \( D_R \)) from its left (resp., right) child. Each switch sends the sets of source IDs \( S \) and destination IDs \( D \) to its parent where \( S = (S_L - D_R) \cup S_R \) and \( D = D_L \cup (D_R - S_L) \). The set \( S_L \cap D_R \) at any switch gives the IDs of the communications that match at that switch. Because the communications are right oriented, IDs in \( D_L \) and \( S_R \) do not find matches at the switch. We
note that for particular communication classes (Section 4.4), the algorithm could send a small set of identifiers without having to send the entire set.

In Phase 3, each switch configures itself based on the control information that it receives from its parent and the information received in Phase 2 from its children. It then generates control information for its children. At the end of this phase, scheduling is complete for some communications.

As shown in Figure 4.6, each switch receives two symbols $a$ and $b$ from its parent in Phase 3. Symbol $a$ (resp., $b$) is the ID of a source (resp., destination) or is null. A switch receiving such an ID configures itself to establish data paths corresponding to that source or destination. The exact configuration depends upon the values of $a$ and $b$ as well as contents of the sets $S_L, D_L, S_R,$ and $D_R$. After configuring, each switch generates control information (IDs) for its children and sends this down as $a_L, b_L, a_R,$ and $b_R$ as shown in Figure 4.6. We assume that the root receives $a = b = \text{null}$.

As shown in Figure 4.7, we label the data ports of a switch as $\ell_i, \ell_o, r_i, r_o, p_i,$ and $p_o$. Port $\ell_i$ (resp., $\ell_o$) is the input (resp., output) port between $u$ and its left child. Other ports are defined similarly.

To configure a data path, $u$ connects an input port to an output port.

![FIGURE 4.7. Some switch configurations.](image-url)

In Phase 3, $u$ will configure the data path as instructed by its parent. Additionally, $u$ will route a communication (if any) that matches at $u$ and is compatible with the communication(s) whose data path(s) $u$ previously configured. In our algorithm, if both $a$ and $b$ are null for a switch $u$, then the parent of $u$ is instructing $u$ to not configure any data paths through $u$ to or from its parent. Next, $u$ will route a communication (if any) that matches at $u$ configuring itself as shown in Figure 4.7(a).

If $u$ receives one or two IDs from its parent, then the parent is instructing $u$ to configure data paths corresponding to the identified communication(s). Figure 4.7 shows various switch configurations. Note that a switch can connect its ports to simultaneously establish more than one of the five
configurations shown in Figure 4.7. One such configuration could be the superposition of those in Figures 4.7(a), 4.7(b), and 4.7(e).

The control information received by a PE at the end of Phase 3 informs it whether the CST contains the path for its communication. Those PEs whose paths have indeed been configured communicate, while the remainder again participate in the next round.

Figure 4.8 presents Phase 3 of the algorithm in pseudocode. Note that some cases, such as $a \in S_R$ and $b \in D_L$, can occur simultaneously, so the switch makes both port connections and sends out both symbols.

In Phase 5, after the completion of data transmission between the source and destination PEs of the configured communication(s), the algorithm determines the presence of any communication(s) not yet configured. Any source or destination PE that received a null symbol in Phase 3 sends a 1 to its parent. All the switches forward the OR of the symbols that it received from its children. If the result at the root is 1, then the root broadcasts a control signal instructing the PEs to initiate a new round.

Figure 4.9 shows an example of the execution of one round of the general CST configuration algorithm. Figure 4.9(a) shows three communications with IDs 1, 2, and 3. As shown in Figure 4.9(a) during phase 2 of the algorithm, each source/destination PE sends its ID to its parent, and these IDs flow up the tree until meeting their matches. For example, IDs corresponding to communication 2 match at the switch $p$. Hence, they are not propagated up the tree beyond $p$.

Figure 4.9(b) depicts Phase 3. In Phase 3, starting from the root, switches send control information (shown by numbers with boxes around them) down the tree, and based on this information each switch configures itself before sending the control information down. For example, the root picks the matching communication 1 and configures itself appropriately and sends down the control information corresponding to communication 1 as shown in the figure. Each switch configures itself based on the control information and the IDs that it received in Phase 2. If a switch does not
**input**: Indices $a, b$ from parent (if any), sets $S_L, D_L, S_R, D_R$ from Phase 2.

**output**: Internal switch configuration; indices $a_L, b_L$ (for left child) and $a_R, b_R$ (for right child).

```
Initialize $a_L, b_L, a_R, b_R ← null$
disconnect all ports of $u$

if $a = b = null$ then /* $u$ receives null symbols from its parent */
    if $S_L ∩ D_R ≠ \emptyset$ then
        $e ←$ any one element of $S_L ∩ D_R$
        connect $l_i$ to $r_o$ /* Configuration */
        $a_L ← e$ /* Symbols for children */
        $b_R ← e$
    endif
else /* $u$ receives an ID from its parent */
    if $a ∈ S_R$ then
        connect $r_i$ to $p_o$ /* Configuration */
        $a_R ← a$ /* Symbol */
    endif
    if $b ∈ D_L$ then
        connect $p_i$ to $l_o$ /* Configuration */
        $b_L ← b$ /* Symbol */
    endif
    if $a ∈ S_L − D_R$ then
        connect $l_i$ to $p_o$ /* Configuration */
        $a_L ← a$ /* Symbol */
    endif
    if $b ∈ D_R − S_L$ then
        connect $p_i$ to $r_o$ /* Configuration */
        $b_R ← b$ /* Symbol */
    endif
    if $a_L = b_R = null$ and $S_L ∩ D_R ≠ \emptyset$ then
        $e ←$ any one element of $S_L ∩ D_R$
        connect $l_i$ to $r_o$ /* Configuration */
        $a_L ← e$ /* Symbols */
        $b_R ← e$
    endif
endif
```

FIGURE 4.8. Pseudocode for Phase 3 of the algorithm.

receive any control information from its parent (switch $q$), it is free to establish paths from any matching communication and send appropriate control information down the tree ¹.

¹A switch $u$ is at liberty to establish connections for a communication matching at it even when $u$ receives some control information (unlike $b$), as long as the matched communication is compatible with the communication indicated by the control information from the parent.
We now prove the correctness of the algorithm. For the proof we assume that the IDs assigned in Phase 1 are unique.

**Lemma 4.2.1.** The general CST configuration algorithm establishes connections between matching source and destination pairs.

*Proof.* Let $c$ be any communication that matches at a switch $u$. Further, let $z$ be the ID assigned to $c$ in Phase 1. As IDs are unique, no other communication will be assigned the ID $z$. This ensures that the corresponding source and destination pairs of $c$ will match at switch $u$ and with no other destination or source.

In Phase 2, each of the source and the destination of $c$ will send $z$ to its parent. Switches forward $z$ up the tree until reaching $u$. Switch $u$ will receive $z$ from both children simultaneously and, according to the algorithm, will not forward ID $z$ to its parent. So, in Phase 2, each switch in the path from source or destination of $c$ receives information about $c$. 
In Phase 3 of some round, \( u \) will schedule \( c \) (see Figure 4.8). (This will happen when either \( u \) does not receive any ID from its parent or \( u \) receives ID(s) from its parent to configure a source (resp., destination) in its right (resp., left) subtree.) According to the algorithm, \( u \) connects \( \ell_i \) to \( r_o \) and sends \( z \) to both children. The children of switch \( u \) will configure themselves, and each will send \( z \) down to the child from which it received \( z \) in Phase 2. In effect, \( z \) will retrace back the path it traversed in Phase 2, thereby establishing a simple path from the source of \( c \) to \( u \) then to the destination of \( c \).

Theorem 4.2.2. The general CST configuration algorithm correctly schedules all communications in any finite communication set.

Proof. Lemma 4.2.1 proves that for any communication, the algorithm will establish correct connections in some round. Hence, over all the rounds (a finite number), the algorithm will correctly connect each matching source-destination pair.

There are, however, communication classes for which the algorithm completes the configuration and scheduling in more than the optimal number of rounds. Theorem 4.2.3 sets an upper bound on the number of rounds that the algorithm spends to schedule a width-\( w \) communication set.

Theorem 4.2.3. The general CST configuration algorithm establishes connections for all communications of a width-\( w \) communication set in \( 2w - 1 \) rounds.

Proof. Let \( c_1 \) be any arbitrary communication of a width-\( w \) communication set, matching at an arbitrary switch \( u \). Hence, \( u \) will connect its left and right child to establish a connection corresponding to \( c_1 \) in some round.

By definition of a width-\( w \) communication set, at most \( w - 1 \) communications are source incompatible with \( c_1 \) and at most \( w - 1 \) communications are destination incompatible with \( c_1 \). So, at most \( 2w - 2 \) rounds include a scheduled communication incompatible with \( c_1 \). Since during any round, if no scheduled communication is incompatible with \( c_1 \), then \( u \) will necessarily schedule \( c_1 \) (by Phase 3 of the general CST configuration algorithm), hence the algorithm will schedule \( c_1 \) during any round on or before round \( 2w - 1 \), which proves the theorem.
Remark: Erlebach et al. [26] in their research related to wavelength routing on directed fiber trees proved that any greedy algorithm needs at least $5/3w$ wavelengths to route a set of communication request of load $2w$. Wavelength routing problem is similar to CST scheduling. Hence, we expect (suitable modified versions) of our algorithm to apply to wavelength routing as well.

4.3 Width-1 Communication Sets

The algorithm presented in Section 4.2 works correctly for any oriented, width-$w$ communication set. The case where the width of the communication set is one merits special attention. In a width-1 communication set, no two communications share any edge of the CST in the same direction. We now show that this algorithm is optimal for any width-1 communication set. As earlier, we consider right-oriented sets.

**Theorem 4.3.1.** The algorithm optimally schedules all the communications of an oriented, width-1 communication set in one round.

**Proof.** Let $C$ be any right-oriented width-1 communication set, and suppose $c \in C$ is a communication that is not scheduled in the first round by the algorithm. Let $u$ be the switch at which $c$ matches.

As $C$ is of width 1, no other source (resp., destination) in the left (resp., right) subtree of $u$ matches at $u$ or at any switch above $u$. If $u$ receives $a = b = \text{null}$ in Phase 3 of round 1, then according to the algorithm $u$ will schedule $c$. Since $c$ was not scheduled in round 1, $u$ must receive an ID in that round. If at $u$, $a \neq \text{null}$ (resp., $b \neq \text{null}$), then $a$ (resp., $b$) must be the ID of a source (resp., destination) in $u$’s right (resp., left) subtree. The algorithm will configure $u$ for $c$, contradicting that $c$ is not routed in round 1.

The general algorithm can also be simplified for a width-1 communication set as shown in the following lemma.

**Lemma 4.3.2.** A modified algorithm with Phase 5 removed and Phases 2 and 3 merged is sufficient to route all the communications of a width-1 communication set.

---

2Load in [26] is analogous to our width
Proof. By Theorem 4.3.1, the algorithm routes communications of a width-1 communication set in a single round. This makes Phase 5 redundant.

Because exactly one path connects each source-destination pair in a CST and because, in a width-1 communication set, no source-destination pair conflicts with any other, then each switch in Phase 2 can configure itself according to the source and destination IDs that it receives. If it receives a matching pair, then it connects the corresponding ports. If it receives an unmatched source, then it connects that incoming port to the outgoing parent port, and similarly for an unmatched destination. Because of the absence of conflict, it is not necessary to wait for control information from Phase 3. Consequently, Phases 2 and 3 can be merged into a single phase (see, for example, the algorithm in Section 4.3.1) making one pass from the leaves to the root, where switches configure themselves as soon as they receive information from their children.

4.3.1 Modified CST Configuration Algorithms for Width-1 Sets

In this section we detail two algorithms for configuring the CST for oriented, width-1 communication sets, the first for well-nested point-to-point sets and the second for multicast sets. As before we assume that each PE holds only local information. Specifically, each PE holds whether it is a source, a destination, or neither. That is, a source is not aware of the identity of its destination and vice versa.

Structure of the Algorithms:

1. Each leaf (PE) generates an initial symbol that reflects its status in the communication in question; for example, a PE may indicate that it is a source or destination or neither.

2. Symbols propagate up the tree from the leaves to the root configuring switches on their way. Specifically, each switch receives two input symbols, \( \alpha \) and \( \beta \), from its children and produces an output symbol \( f_s(\alpha, \beta) \) for its parent. (The root also generates this output symbol and then ignores it.) The switch also produces a second output \( f_c(\alpha, \beta) \) to configure the data path(s) of the switch.
3. The algorithm completes when the root configures itself.

We will call an algorithm with the above structure a *one-pass* algorithm, as one traversal of the tree from leaves to the root suffices for the configuration. The algorithms in this paper use functions $f_s$ and $f_c$ that can be implemented with simple combinational logic. This allows for speedy configuration and data transmission, possibly within a few clock cycles [21, 74]. The main task of the configuration algorithm is to translate local information at the PEs to global information about the entire communication set. Specifically, each PE may be aware only of its status as a source, destination, or neither. This in itself is not sufficient to configure the switches. For example, although PEs 0 and 2 of Figure 4.2 are both sources, the switches at their parents assume different configurations (because of the information in PEs 1 and 3). Similarly, PEs 1 and 7 are both destinations, but their parents assume different configurations. In general, it is possible for the configuration of a switch quite far from PEs to be affected by the information at the PEs of its subtree.

One could view the configuration algorithm as a distributed algorithm initiated at the leaves and triggered by input symbols at the switches. Not all communication sets are amenable to this manner of handling.

**Specifying the Algorithms:**

Defining the following will specify a configuration algorithm of the form described as above.

- Set $C$ of configurations of a switch. This is the same as that described by El-Boghdadi *et al.* [24]. Tables 4.2 and 4.4 show the configurations used in this work.

- Symbol set $S$.

- Initial symbol assignment for PEs.

- Symbol function $f_s : S \times S \rightarrow S$.

- Configuration function $f_c : S \times S \rightarrow C$. 
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4.3.2 **Oriented, Well-nested, Width-1 Point-to-Point Communication Sets**

**CST Configuration Algorithm**

Now we present the CST configuration algorithm for oriented, well-nested, width-1, point-to-point communication sets.

**Well-Nested, Width-1 CST Configuration Algorithm**

- $S = \{ s, d, b, n \}$, where $s$ denotes a source, $d$ denotes a destination, $b$ denotes a situation where both a source and a destination exist in a subtree, and $n$ denotes neither a source nor a destination. (Elements of $S$ are in a different font compared to $s$ and $d$ used to denote a source or a destination PE.)

- Initial symbol assignment: A leaf sends symbol $s$ (resp., $d$ or $n$) to its parent iff it is a source (resp., destination or neither).

- Symbol function: See Table 4.1. Blank cells in Tables 4.1 and 4.2 correspond to impossible situations.

- Configuration function: See Table 4.2.

<table>
<thead>
<tr>
<th>$f_s$</th>
<th>s</th>
<th>d</th>
<th>n</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>n</td>
<td>s</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>b</td>
<td>d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>s</td>
<td>d</td>
<td>n</td>
<td>b</td>
</tr>
<tr>
<td>b</td>
<td>d</td>
<td>b</td>
<td>b</td>
<td></td>
</tr>
</tbody>
</table>

We now address the correctness of the well-nested, width-1 CST configuration algorithm. For a $2^p$ PE CST, arrange the nodes in $p + 1$ levels, $0, \cdots, p$, with PEs at level 0 and the root at level $p$. Let $T_u$ denote the subtree rooted at any node $u$. Subtree $T_u$ contains a *matched* source iff the source and its corresponding destination are both leaves of $T_u$. Subtree $T_u$ contains an *unmatched* source if the source is in $T_u$ but the corresponding destination is not. Define matched and unmatched destinations similarly.
TABLE 4.2. The function $f_c$ for well-nested, width-1 CST configuration algorithm.

<table>
<thead>
<tr>
<th>$f_c$</th>
<th>s</th>
<th>d</th>
<th>n</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td><img src="image1" alt="Diagram" /></td>
<td><img src="image2" alt="Diagram" /></td>
<td><img src="image3" alt="Diagram" /></td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>d</td>
<td><img src="image5" alt="Diagram" /></td>
<td><img src="image6" alt="Diagram" /></td>
<td><img src="image7" alt="Diagram" /></td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
<tr>
<td>n</td>
<td><img src="image9" alt="Diagram" /></td>
<td><img src="image10" alt="Diagram" /></td>
<td><img src="image11" alt="Diagram" /></td>
<td><img src="image12" alt="Diagram" /></td>
</tr>
<tr>
<td>b</td>
<td><img src="image13" alt="Diagram" /></td>
<td><img src="image14" alt="Diagram" /></td>
<td><img src="image15" alt="Diagram" /></td>
<td><img src="image16" alt="Diagram" /></td>
</tr>
</tbody>
</table>

**Lemma 4.3.3.** Let $u$ be any node at level $\ell$, where $0 \leq \ell \leq p$, of the CST. Under the well-nested, width-1 CST configuration algorithm, let $u$ generate symbol $\sigma \in S$ to send to its parent, if any. The following assertions hold.

1. If $\sigma = s$, then $T_u$ has an unmatched source $s$ and the algorithm establishes a path from $s$ to the parent of $u$.

2. If $\sigma = d$, then $T_u$ has an unmatched destination $d$ and the algorithm establishes a path from the parent of $u$ to $d$.

3. If $\sigma = b$, then $T_u$ has an unmatched source $s$ and an unmatched destination $d$. Moreover, the algorithm establishes paths from the parent of $u$ to $d$, and from $s$ to the parent of $u$.

4. If $\sigma = n$, then $T_u$ has no unmatched source or destination.

5. The algorithm establishes paths between all (matched) source-destination pairs of $T_u$.

6. All unspecified entries of Tables 4.1 and 4.2 represent impossible situations.
Proof. We prove the correctness of Assertion 1 by induction on the level of switches. As a base case, if \( u \) is at level \( \ell = 0 \), then \( u \) will generate \( \sigma = s \) iff \( u \) is a source of a communication. Hence, \( T_u \) indeed has an unmatched source \( s \) corresponding to \( s \) and a path exists from \( s \) to \( u \)'s parent.

Assume the assertion holds for all tree levels up to level \( k \), and consider node (switch) \( u \) at level \( k + 1 \). According to the symbol function (Table 4.1), \( u \) generates \( \sigma = s \) only if it receives either a) \( s \) from the left child and \( n \) from the right child, or b) \( n \) from the left child and \( s \) from the right child, or c) \( s \) from the left child and \( b \) from the right child. For all these three cases, since \( u \) receives an \( s \) from one of its children, and since Assertion 1 is valid for \( u \)'s children, there is an unmatched source in the subtree rooted at one of \( u \)'s children and a path exists from that unmatched source to \( u \).

For cases a) and b), the unmatched source \( s \) corresponding to \( s \) is not matched at \( u \). Additionally, \( u \) establishes a path from its left child in case a) and right child in case b) to its parent (see Tables 4.2). For case c), the subtree rooted at \( u \)'s left child has an unmatched source and the subtree rooted at \( u \)'s right child has an unmatched source and an unmatched destination. Since, we are considering a right-oriented, well-nested, width-1 communication set, the unmatched source in the subtree rooted at \( u \)'s left child must match the unmatched destination in the subtree rooted at \( u \)'s right child. This leaves an unmatched source in the subtree rooted at \( u \)'s right child. As shown in Table 4.2, \( u \) establishes a path connecting its right child to its parent. So in each of these three cases, there is an unmatched source in \( T_u \), and \( u \) establishes a path connecting the corresponding child to its parent, thereby establishing a path from the unmatched source to \( u \)'s parent. This proves Assertion 1.

Similar arguments are valid for Assertions 2, 3, and 4 as well, thereby proving them.

We also prove the correctness of Assertion 5 by induction on the level of switches. For the base case, if \( u \) is at level \( \ell = 0 \), there cannot be any matched source-destination pair, which proves the assertion.

Assume the assertion holds for all tree levels up to level \( k \), and consider node (switch) \( u \) at level \( k + 1 \). Since the assertion holds for all nodes up to level \( k \), the algorithm correctly creates all paths
corresponding to all matched source-destination pairs in subtrees rooted at each of \( u \)'s children. This leaves us to prove that the paths corresponding to all the source-destination pairs that match at \( u \) are correctly created.

The correctness of Assertions 1 – 4 proves that the algorithm correctly creates a path to \( u \) from the source and the destination nodes of a source-destination pair that matches at \( u \). Switch \( u \) receives an \( s \) or a \( b \) from its left child and a \( d \) or a \( b \) from its right child corresponding to the matched source-destination pair. As shown in Table 4.2, in all of these cases \( u \) establishes a path connecting its left child to its right child. This means switch \( u \) indeed creates a path for any source-destination pair that matches at \( u \), thus proving the assertion.

Each of the four unspecified entries of Tables 4.1 will lead to a width-2 communication set. Hence, they represent impossible situations, thus proving Assertion 6.

The proof of Assertion 5 of Lemma 4.3.3 establishes the following result.

**Theorem 4.3.4.** The CST can be configured in one pass to perform all communications of any oriented, well-nested, width-1 communication set.

### 4.3.3 Width-1 Multicast Sets

In this section we address the more general situation of width-1, oriented, well-nested, multicast sets. Given only the flags indicating source, destination, or neither, a destination may not uniquely match a source and vice versa. For example, Figures 4.10(a) and 4.10(b) show two different width-1 multicast sets, each with two multicasts shown in red and blue, that have the same source-destination pattern. Hence, flags indicating only source, destination or neither are not sufficient for matching. Therefore, we assume that each multicast \((s,D)\) has a unique ID associated with it that is known to \( s \) and all members of \( D \). We do not assume that an ID encodes the destination set or the identity of the rightmost destination.

Even the assumption of known unique IDs is not sufficient, however, to configure the CST with a one-pass algorithm.
Lemma 4.3.5. No one-pass algorithm exists to configure a CST for width-1 multicast sets in which PEs hold communication IDs and are flagged only as source, destination, or neither.

Proof. Again consider the example of Figures 4.10(a) and 4.10(b). Switch $b$ receives symbols containing a source ID from PE 2 and a destination ID from PE 3 originating from members of the multicast shown in red in both the figures. In Figure 4.10(a) all connections of the multicast shown in red have been established and $b$ does not need to forward any information about that multicast to the root. In Figure 4.10(b), $b$ receives the same information, however, this time it needs to propagate information about the multicast shown in red to the root. Since $b$ receives the same information in both the cases, it cannot distinguish the two situations under any one-pass algorithm with the given information.

The situation changes, however, if the CST can identify for each multicast when all its destinations have been matched. For a right-oriented multicast,flagging the rightmost destination suffices. For simplicity, we assume the multicast set to be right oriented. The end of this section handles the general case. Now we present the CST configuration algorithm for right-oriented, width-1, multicast communication sets. For brevity, henceforth we call this algorithm width-1 multicast CST configuration algorithm.

Width-1 Multicast CST Configuration Algorithm

- Symbol set: Let $U = \{s, d, r, -\}$ where $s$, $d$, and $r$ denote source, non-rightmost destination, and rightmost destination. The character $-$ denotes a don’t care entry. Let $I$ be the set of all possible IDs of a multicast. Define $J = I \cup \{-\}$. 
TABLE 4.3. The function \( f_s \) for width-1 multicast CST configuration algorithm.

<table>
<thead>
<tr>
<th>( f_s )</th>
<th>( s, m_3, -, - )</th>
<th>( -, -, d, m_4 )</th>
<th>( -, -, r, m_4 )</th>
<th>( s, m_3, d, m_4 )</th>
<th>( s, m_3, r, m_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s, m_1, -, - )</td>
<td>if ( m_1 = m_4 ) ( s, m_1, -, - )</td>
<td>( s, m_1, -, - )</td>
<td>( -, -, r, m_4 )</td>
<td>( s, m_3, d, m_4 )</td>
<td>( s, m_3, r, m_4 )</td>
</tr>
<tr>
<td>( -, -, d, m_2 )</td>
<td>( s, m_3, d, m_2 )</td>
<td>( -, -, d, m_4 )</td>
<td>( -, -, d, m_4 )</td>
<td>( s, m_3, d, m_4 )</td>
<td>( s, m_3, r, m_4 )</td>
</tr>
<tr>
<td>( -, -, r, m_2 )</td>
<td>( s, m_3, r, m_2 )</td>
<td>( -, -, r, m_2 )</td>
<td>( -, -, r, m_4 )</td>
<td>( s, m_3, d, m_4 )</td>
<td>( s, m_3, r, m_4 )</td>
</tr>
<tr>
<td>( s, m_1, d, m_2 )</td>
<td>if ( m_1 = m_4 ) ( s, m_1, d, m_2 )</td>
<td>( s, m_1, d, m_2 )</td>
<td>( -, -, d, m_2 )</td>
<td>( s, m_1, r, m_4 )</td>
<td></td>
</tr>
<tr>
<td>( s, m_1, r, m_2 )</td>
<td>( s, m_1, r, m_2 )</td>
<td>( s, m_1, r, m_2 )</td>
<td>( -, -, r, m_2 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The symbol set is \( S = U \times J \times U \times J \). A typical member of \( S \) has the form \((\alpha, \beta, \gamma, \delta)\), where \(\alpha, \gamma \in U\) and \(\beta, \delta \in J\). The intuition behind this symbol set is as follows. Each node may have to send information about (at most) two multicasts; one with source in \( T_u \) and the other with destination(s) in \( T_u \). (Recall that \( T_u \) is the subtree rooted at node \( u \) of the CST.) The information of each multicast consists of an \( s, d, \) or \( r \) and its ID. Therefore, \((\alpha, \beta)\) and \((\gamma, \delta)\) represent the two multicasts. The don’t-care symbol accounts for cases with fewer than two multicasts.

- **Initial symbol assignment:** A leaf sends symbol \( s \) (resp., \( d \) or \( r \)) to its parent iff it is a source (resp., non-rightmost destination or rightmost destination) along with its multicast ID.

- **Symbol function:** Table 4.3 gives \( f_s \).

- **Configuration function:** Table 4.4 gives \( f_c \).

We now address the correctness of the multicast algorithm. Consider any multicast \((s, D)\). Let \( r \in D \) be the rightmost destination. A subtree \( T_u \) has a matched source \( s \) iff \( s, r \in T_u \). Subtree \( T_u \) has a matched destination \( d \in D \) iff \( d \in T_u \) and either \( s \in T_u \) or \( T_u \) has a destination \( d' \in D \) such that \( d' \) is to the right of \( d \). A multicast \((s, D)\) is completed in subtree \( T_u \) if \( s \) and each \( d \in D \) are leaves of \( T_u \).
Notice that we have defined matched source and destinations in terms of the set $D$. The actual algorithm uses multicast IDs to ascertain a match and does not require determination of $D$. Arguments similar to the ones presented in proof of Lemma 4.3.3 hold for the following lemma as well.

**Lemma 4.3.6.** Let $u$ be any node at level $\ell$, where $0 \leq \ell \leq p$, of the CST. Under the width-1 multicast CST configuration algorithm, let $u$ generate symbol $(\alpha, \beta, \gamma, \delta) \in S$ to send to its parent, if any. The following assertions hold.
1. If \( \alpha = s \), then \( T_u \) has an unmatched source \( s \) of multicast \((s,D)\). The algorithm establishes paths from \( s \) to the parent of \( u \) and all (matched) destinations of \( D \) that are in \( T_u \).

2. If \( \gamma = d \) or \( r \), then \( T_u \) contains an unmatched destination of multicast \((s,D)\) and the algorithm establishes a path from the parent of \( u \) to this destination.

3. If \( \alpha = - \), then \( T_u \) contains no unmatched source.

4. If \( \gamma = - \), then \( T_u \) contains no unmatched destination.

5. For a multicast \((s,D)\) that is completed within \( T_u \), the algorithm establishes a path within \( T_u \) from \( s \) to all elements of \( D \).

6. All unspecified entries of Tables 4.3 and 4.4 represent impossible situations.

So far, we have assumed a right-oriented multicast set. Clearly, this approach also works for a left-oriented set. If we drop the assumption of orientedness, then both the leftmost and rightmost (extreme) destinations need to be flagged. The width-1 multicast CST configuration algorithm will still work with minor modifications to Tables 4.3 and 4.4 and the definition of a match.

**Theorem 4.3.7.** The CST can be configured in one pass to perform all communications of any width-1 multicast set.

### 4.4 Well-Nested, Width-\( w \) Communication Sets

In this section we apply the general CST configuration algorithm of Section 4.2 to configuring the CST for a well-nested, right-oriented, width-\( w \) communication set. Well-nested communication sets are width partitionable [21], so an optimal algorithm will take exactly \( w \) rounds to route all communications in the communication set.

Before providing the details, we define the nesting depth of a communication belonging to a well-nested communication set. A right-oriented communication \((a,b)\) covers communication \((a',b')\) iff the PE indices satisfy \( a < a' < b' < b \); for example, communication \((2,7)\) covers communication \((4,6)\) in Figure 4.2. The nesting depth of a communication \( c \) is the number of communications that cover \( c \). For example, the nesting depth of communication \((4,6)\) in Figure 4.2 is 1.
For a source at depth $d$, the next element to its right at depth $d$ is its matching destination. It is easy to verify that nesting depths of well-nested communications possess the following properties.

1. No two communications with the same depth share a common CST edge in the same direction.

2. If a communication $c_1$ covers another communication $c_2$ and no other communication $c_3$ covers $c_2$ but not $c_1$, then the depth of $c_1$ is one less than the depth of $c_2$.

### 4.4.1 Algorithm Adaptation

We now provide details of the general CST configuration algorithm adopted to a well-nested communication set. Sections 4.4.2 and 4.4.3 prove this adaptation to be correct and optimal, respectively.

**Phase 1:** The PEs calculate the nesting depth of their corresponding communications and assign this value as the ID of each communication. To calculate the nesting depth of a communication, corresponding PEs compute prefix sums where each source contributes a 1 and each destination contributes a $-1$. Each source PE then subtracts 1 from its prefix sum. Figure 4.11 shows the computation of IDs for an example well-nested communication set. Dharmasena and Vaidyanathan [18] gave a prefix sums algorithm that traverses the CST from the leaves to the root and then back to the leaves.

![Diagram](image.png)

**FIGURE 4.11.** Computation of IDs for a well-nested communication set.

**Phase 2:** This phase is similar to that given in Section 4.2. The only difference is that instead of switch $u$ sending a set $S$ of sources (set $D$ of destinations) to its parent, $u$ sends the indices of the lowest valued and the highest valued source (destination).
Phases 3, 4, and 5: Same as the general CST configuration algorithm.

Each of Phases 1, 2, 3, and 5 requires at most two passes of the CST (leaves to root or root to leaves) and runs in $O(\log n)$ time. Each switch spends a constant amount of time for computing in each phase, so the $O(\log n)$ time complexity arises due to the $\log n$ height of an $n$-processor CST. Phase 4 takes $O(1)$ time and we show that there are $w$ rounds involving all phases. Consequently, the algorithm to schedule and route a width-$w$, well-nested communication set runs in $O(w\log n)$ time.

4.4.2 Correctness of Phases 1 and 2

**Lemma 4.4.1.** For each communication, the ID computed during Phase 1 corresponds to the nesting depth of that communication.

*Proof.* A right-oriented, well-nested communication set corresponds to a balanced parenthetical expression where each source (resp., destination) maps to a left (resp., right) parenthesis.

The prefix sum for each source indicates the number of sources before it (including itself) whose destinations have not been encountered. This sum is one more than the source’s depth as the communications with unmatched sources cover this communication. The prefix sum for each destination indicates the number of sources before it whose destinations have not been encountered. Consequently, the prefix sum at a source is one greater that the prefix sum at its matching destination. Subtracting one from each source prefix sum ensures that matching source-destination pairs have the same ID which will also correspond to the nesting depth.

Lemma 4.4.2 establishes that the IDs of two communications can be the same, yet all the communications can be uniquely identified, as unmatched IDs are unique in any switch’s subtree. Moreover the IDs satisfy Properties 1 and 2 for the nesting depths of a well-nested communication set.

**Lemma 4.4.2.** In the subtree of any switch, no two unmatched sources can have the same ID and no two unmatched destinations can have the same ID.
Proof. Let us assume that there are two unmatched sources with the same ID $m$ in the subtree of a switch $c$. Let us call the left (resp., right) one of them $s_L$ (resp., $s_R$). Clearly, $c$ receives information from both of them and the corresponding matching destinations are outside the subtree rooted at $c$.

Since the communication set is well-nested, the destination corresponding to $s_L$ will be somewhere to the right of the destination corresponding to $s_R$. Hence, the communication with source $s_R$ is completely nested within the communication with source $s_L$. So (by Property 2) the ID of $s_L$ computed during Phase 1 will be less than the ID of $s_R$ contradicting our assumption that $s_L$ and $s_R$ have the same ID.

With similar arguments, one can also show that no two unmatched destinations in any switch’s subtree can have the same ID.

In Phase 2 of the algorithm, instead of switch $u$ sending a set $S$ (resp., $D$) of sources (resp., destinations) to its parent, $u$ sends only the smallest and the largest values of $S$ (resp., $D$). Lemma 4.4.3 proves that the elements of $S$ (resp., $D$) will consist of contiguous IDs, so the closed interval formed by the smallest and the largest values identifies $S$ (resp., $D$).

**Lemma 4.4.3.** In Phase 2 of the algorithm, if a switch $c$ sends $S = [p, q]$ (resp., $D = [p, q]$) to its parent, then there are $q - p + 1$ unmatched sources (resp., destinations) with IDs $p, p + 1, \cdots, q$ that form a continuous interval in the subtree rooted at $c$.

Proof. We prove the correctness of the lemma by induction on the level of switches (with PEs at level 0 and the root at level log $n$ for an $n$-leaf CST). We present the argument for the sources; the argument for the destinations is analogous.

As a base case, at level 0 (PEs), if a PE holds a source $p$, then it sends $S = [p, p]$ to its parent, identifying this unmatched source. If a processor holds no source, then it sends $S = \text{null}$ to its parent indicating no unmatched sources.

Assume the lemma holds for all tree levels up to level $k$, and consider switch $c$ at level $k + 1$. In Phase 2, suppose that $c$ received $S_L = [l_1, l_2]$ and $S_R = [r_1, r_2]$ from its left and right children, respectively, and sent $S = [p, q]$ to its parent. For a right-oriented communication set, any pair
matching at $c$ must have its source in the left subtree and destination in the right subtree. For a well-nested communication set, the matching pairs must be the innermost on the nesting, with largest IDs (Property 2), and by the inductive hypothesis, the sequence of their IDs must be contiguous. Let $[m, l_2]$ denote the interval of matching source IDs in the left subtree. Unmatched intervals are $S_L - D_R = [l_1, m - 1]$ and $S_R = [r_1, r_2]$.

All sources between source $m - 1$ and source $r_1$ match, contributing 0 to the prefix sum. Since IDs follow from prefix sums, $r_1 = (m - 1) + 1 = m$. Thus, $S = (S_L - D_R) \cup S_R = [l_1, m - 1] \cup [m, r_2] = [l_1, r_2]$ is itself a continuous interval, proving the lemma.

The fact that an interval tersely represents the sets $S$ and $D$ makes the algorithm very efficient. Moreover the operations needed to compute sets $S$ and $D$ in Phase 2 reduce to performing a small number of comparisons of $O(\log n)$ bit IDs.

4.4.3 Proof of Optimality

In this section we show that our algorithm is indeed optimal; that is, it routes all communications of a well-nested, width-$w$ communication set in $w$ rounds. A width-$w$ communication set must have a subset of $w$ sources (or $w$ destinations) that use a common directed edge of the tree. Such a set is called a maximum incompatible. To prove a schedule optimal, it suffices to show that it routes one communication in each round from each maximum incompatible [21].

Consider any maximum incompatible $I$ (Figure 4.12). Let the edge(s) used by all $w$ communications be upward, so $I$ contains source PEs. (An analogous argument holds for a destination incompatible.) Let switch $u$ be the lowest common ancestor of the sources in $I$. Let $v$ be the lowest level switch where at least one among these $w$ sources matches. For right-oriented communications, the $w$ sources must belong to the left subtree of $v$. Since the source incompatible is maximum, no other source can join these sources at any switch between $u$ and $v$.

In Phase 3 of the algorithm, $v$ will receive symbols $a$ and $b$ from its parent, where $a$ is a source ID or is null and $b$ is a destination ID or is null. If both $a$ and $b$ are null, then $v$ will configure a
FIGURE 4.12. Part of a CST showing a maximum source incompatible for a width-$w$ communication set.

communication that matches at $v$. By definition of $v$, at least one such communication exists and all matching communications have their sources in $I$.

If $v$ receives an ID in Phase 3, then the following three cases exist. Assume that, in Phase 2, $v$ received source and destination sets $S_L, D_L$ from its left child and $S_R, D_R$ from its right child.

1. If $a \in S_L$, then $a \in I$. Hence, one source from the maximum source incompatible is routed.

2. The case $b \in D_R$ is not possible in a width-$w$, oriented, well-nested set.

3. If $a \notin S_L$ and $(b \in D_L$ or $a \in S_R)$, then the communications corresponding to $a$ and $b$ cannot be incompatible with communications matching at $v$. By the last if statement in the pseudocode of Figure 4.8, $v$ will configure a communication that matches at $v$ and whose source is from $I$.

Hence, Phase 3 will route one source of each maximum source incompatible and subsequently the width will reduce by 1. This proves the algorithm to be optimal.
Theorem 4.4.4. Every oriented, well-nested communication set can be routed optimally on the CST. Moreover, each switch step uses a constant-time computation and communicates a constant number of words with its neighbors.

Section 4.3 presented a simplified algorithm that suffices for a general width-1 communication set. For a well-nested, width-1 communication set, an even more simplified algorithm with Phase 1 removed suffices.

Phase 1 of the algorithm assigns IDs to each communication to uniquely identify them. In the width-1 case, the path between the source (resp., destination) of any communication and the switch where the communication matches is not shared by any other source (resp., destination). This implicit property of the width-1 case is sufficient to identify any source (resp., destination) within the subtree rooted at the switch where the communication corresponding to that source (resp., destination) matches. Hence, Phase 1 becomes redundant.

4.5 Summary

In this chapter we described our research in scheduling and configuration of communications on a CST. We presented various properties of communication sets like width and oriented-ness, and looked at both point-to-point and multicast communication sets.

We presented a CST configuration algorithm for a width-\(w\) communication set. We also presented special adaptations of that algorithm for width-1 point-to-point and multicast communication sets. Lastly, we also presented algorithm adaptations for width-\(w\) well-nested communication sets for which the algorithm is provably optimal.
Chapter 5
Routing Algorithm for an R-Mesh Based Fat-Tree Switch

5.1 Introduction

We presented a brief introduction to fat-trees [46, 47] in Chapter 1. A fat-tree is an extension of the simple tree topology where the bandwidth between successive levels increases exponentially as shown in Figure 5.1. Many of today’s high-performance clusters, especially ones using the Infiniband, Myrinet, or Quadrics interconnection families employ a fat-tree structure [32, 33]. These three interconnection families taken together account for roughly one third of the current top 500 supercomputers [37]. Research related to interconnections in NoCs also widely use fat-tree or fat-tree type structures like the H-tree [9, 10, 54]. Fat-trees also have application in interconnection networks for high-performance disk storage architectures [78, 79].

In a tree a unique path exists between a source-destination pair. In a fat-tree, on the other hand, there are multiple edges between any two switches. Hence, there is a scope for deriving benefit by properly choosing (for a communication) one of the multiple links that connect two switches. The precise choice of the link depends on the link loads, switch bisection bandwidth and other communications attempting to use the switch at the same time. A general level—$(k+1)$ fat-tree switch (see Figure 5.1) has $2^{k+1}$ bidirectional ports connecting it to its parent. Additionally, it has $2^k$ ports to each child. More precisely, consider the level $k+1$ switch shown in Figure 5.2, where $0 \leq k \leq n$, with the root at level $n$. In routing from a source to a destination, the global (high-level) path is fixed. For example, we may already know that the path is from (say) left child to the parent
of the switch in Figure 5.2. However, the communication may use any of the $2^{\ell-1}$ input links from the left child and exit to any of the $2^\ell$ output links to the parent.

Routing, performance analysis, and implementation of fat-tree-based interconnection networks are well studied problems [34, 61, 72]. Lin et al. [51] used the $k$-ary $n$-tree structure to implement a fat-tree using fixed-size switches in InfiniBand networks. They also proposed a routing scheme based on assigning multiple LIDs (local identifiers, which are identifiers used to address all the end systems in an InfiniBand network) to all the end nodes to utilize multiple paths that exist between any source-destination pair in a fat-tree. Gomez et al. [32] designed a deterministic routing algorithm for a fat-tree (implemented as a $k$-ary $n$-tree). They used the idea of using a pre-defined path for the ascending part of a route for each source-destination pair to achieve the deterministic routing. Their algorithm balanced the overall network load. They also presented simulation results to show that the performance of the deterministic algorithm is comparable to or better than adaptive algorithms for similar network traffic. Gomez et al. [33] used their earlier algorithm developed in [32] to design a simplified switch architecture for a fat-tree which effectively almost halved the switch hardware complexity. Ding et al. [19] proposed a level-wise scheduling algorithm for a fat-tree interconnection network. This algorithm used global information to select upward routing paths instead of using just local information available at each switch. This reduced the number of conflicts between communications and hence improved the schedulability ratio.
With fat-tree based interconnects gaining popularity, researchers are also investigating various related research problems. Sem-Jacobsen et al. [70, 71] looked at dynamic fault tolerance and its effect on quality of service on fat-trees. Alonso et al. [1, 2] researched power related issues in fat-trees.

Usually, fat-tree switch routing algorithms (especially in the fat-tree switches of supercomputer interconnects), employ a table lookup. A table lookup is a centralized approach, and hence it suffers from the disadvantages that a centralized approach usually has in terms of scalability and performance. Hence, a distributed approach to connect ports within a switch merits investigation.

In our research related to a fat-tree switch, we design an R-Mesh\(^1\) based algorithm to generate the intra-switch connections while achieving a certain degree of load balancing in a greedy manner. This algorithm is a work in progress and needs additional results (modeling and simulations) to evaluate its performance. In Chapter 3, we used the R-Mesh as the control plane to generate schedules for the crossbar. The crossbar established the corresponding paths by setting appropriate crosspoints. Here too we are using the R-Mesh as the control plane for a fat-tree switch. The data plane is assumed to be any mesh structure that accommodates the paths created by the R-Mesh’s buses.

The R-Mesh itself creates the data paths by creating buses through it. Our research in this area is still preliminary, hence we present only the basic idea and the algorithm in the next section.

### 5.2 Routing Algorithm for a Fat-Tree Switch Implemented as an R-Mesh

In this section we outline the algorithm that we have designed to create configurations of an R-Mesh, each of which will establish a set of buses connecting source and destination ports of a fat-tree switch. Note that our main motivation for this algorithm is that we want to embed an R-Mesh inside a fat-tree switch and then use the reconfigurability of the R-Mesh to dynamically create paths from source ports to destination ports inside the switch.

\(^1\)For detailed background on R-Mesh refer to Section 3.3.
We assume that the switch has $2^k$ ports connected to each of the left and right children and $2^{k+1}$ ports connected to its parent. We further assume that the R-Mesh embedded inside the switch has a size of $\ell \times 2^{k+1}$ where each PE in the $0^{th}$ (top) row (or parent side) is connected to a port that is connected to the parent and each PE in the $(\ell - 1)^{th}$ row (child side) is connected to a port that is connected to a left or a right child. We do not impose any restriction on the value of $\ell$, and assume $1 \leq \ell \leq n$.

The algorithm that we present here creates buses for communications that are going from the left or right child of the switch to the parent; the other cases (from parent to child and between children) are analogous. In this context, the parent (resp., child) side of the R-Mesh can also be called the input (resp., output) side. Note that a bus corresponding to a child-to-parent communication can connect a specified input port to any output port on the parent side. Simple variations of the same idea can take care of the four other possible source-destination pairings.

We flag input ports as non-empty or empty (depending on whether they have any packets waiting to be sent at the input buffers). We flag output ports as full or ready (depending on whether they have room to accept a packet). The state of an output port $\alpha$ may be determined by an underlying flow-control mechanism that reflects possibly the state of the buffers at the input port of the neighboring switch to which the output port $\alpha$ is directly connected. We do not discuss this flow control. We also assume that whenever an input or output port dispatches a packet to an output port (within the switch) or an input port (in the neighboring switch) respectively, the corresponding states of the ports are automatically adjusted. Our algorithm runs continuously in rounds (as in the scheduling algorithm of Section 2.2). In each round it creates paths (as many as possible) from non-empty input ports to ready output ports. If it is not possible to connect some non-empty input port to an output port in the current round, then it is considered in a subsequent round. The algorithm has three stages:

(i) Construct straight buses.

(ii) Construct buses to the right.
(iii) Construct buses to the left.

The last two stages are analogous and so we only describe Stages (i) and (ii).

Consider the level $k+1$ switch in Figure 5.2 that uses a $\ell \times 2^{k+1}$ R-Mesh for some $1 \leq \ell \leq 2^{k+1}$.

Figure 5.3 shows the internal structure of such a switch. The output ports (only those to the parents are shown) are labeled $j_y$ ($0 \leq y < 2^{k+1}$). The input ports (only those from the children are shown) are labeled $i_y$ ($0 \leq y < 2^{k+1}$). At this point we do not specify which input ports connect to a left child or right child. However, the set $I = \{i_y : 0 \leq y \leq 2^{k+1}\}$ is partitioned into $2^k$-element sets $I_R$ and $I_L$ that connect to the switches at the right and left children respectively. Denote the PE in row $x$ and column $y$ by PE$(x,y)$ where $0 \leq x \leq \ell$ and $0 \leq y \leq 2^{k+1}$. Clearly, PE$(0,y)$ and PE$(\ell-1,y)$ access output and input ports $j_y$ and $i_y$ respectively.

We now describe the algorithm; examples in Section 5.2.1 illustrates how it works.

Initially, the algorithm marks all non-empty input ports as $S$ (or source) ports and all ready output ports as $D$ (or destination) ports.

Stage (i) — Constructing straight buses:

For each column $y$ whose ports $i_y$ and $j_y$ are $S$ and $D$ ports, respectively, a vertical bus through the column suffices to connect these ports. All PEs in such columns are configured to connect their south port to their north port.
Beyond this point these ports are no longer considered in Stages (ii) and (iii).

**Stage (ii) – Constructing buses to the right:**

In this stage we connect input ports to output ports in columns to the right. This stage has three steps described below.

**Step 1 – Compute Prefix Sums:**

For each source port $i_y$, set a source weight $W_s(y)$ to 1. For all other non-source ports $i_{y'}$, set $W_s(y')$ to 0. Similarly use $W_d(y)$ to flag all destination port $j_y$.

Compute the “source prefix sums” $P_s(y)$ of the source weights. That is, for each $0 \leq y \leq 2^{k+1}$,

$$P_s(y) = \sum_{u=0}^{y} W_s(u).$$

Similarly, compute the destination prefix sums

$$P_d(y) = \sum_{u=0}^{y} W_d(u).$$

**Step 2 – For each column $y$ with a destination port $j_y$, determine the row $r(y)$ through which some source port could connect to $j_y$.**

$$r(y) = (P_d(y) - P_s(y) - 1)(mod \ \ell) = (\ell + P_d(y) - P_s(y) - 1)(mod \ \ell)$$

Recall that we are using an $\ell \times 2^{k+1}$ R-Mesh.

**Step 3 – Set up buses to the right:**

This step establishes the connections between an input port and an output port to its right, whenever possible.

Each PE of the R-Mesh configures its ports as described in Table 5.1.

**Stage (iii) – Constructing buses to the left:**

All source-destination pairs connected in Stages (i) and (ii) are removed from consideration at this stage. However, their connections remain.
TABLE 5.1. PE configurations for creating buses to the right.

<table>
<thead>
<tr>
<th>PE</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE(x, y) is in source column y</td>
<td>![Configuration Image]</td>
</tr>
<tr>
<td>PE(x, y) is in destination column y</td>
<td>![Configuration Image]</td>
</tr>
<tr>
<td>All other PEs</td>
<td>![Configuration Image]</td>
</tr>
</tbody>
</table>

Stage (iii) works just as Stage (ii), except in the opposite direction (right to left). If this stage calls upon a PE to configure itself in a manner that conflicts with its configuration created in an earlier stage, then the algorithm defers to the earlier configuration. Figure 5.4 shows example of allowed and conflicting configurations.

5.2.1 Examples Illustrating the Algorithm

We illustrate the algorithm with two examples each on a $3 \times 10$ R-Mesh. We use 10 columns only for the purpose of illustrations. The fat-tree switch has $2^{k+1}$ columns for some $k \geq 0$.

Example 5.2.1: Suppose we have the source and destination ports shown in as Table 5.2. Stage
TABLE 5.2. Position of sources and destinations on the R-Mesh.

<table>
<thead>
<tr>
<th>Column y</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source/Destination</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>S</td>
<td>S</td>
</tr>
</tbody>
</table>

(i) connects the ports $i_6$ and $j_6$. After Stage (i), these ports are no longer considered in subsequent stages. Figure 5.5 illustrates Stage (ii). For clarity, only those connections between PEs that are part of buses are shown.

![Diagram](image)

Source/Destination: S S S D D D D D S S

$W_s(y) = 1 1 1 0 0 0 0 0 1 1$

$W_d(y) = 0 0 0 1 1 1 0 1 0 0$

$P_s(y) = 1 2 3 3 3 3 3 3 4 5$

$P_d(y) = 0 0 0 1 2 3 3 4 4 4$

$r(y) = - - - 0 1 2 - 0 - -$

FIGURE 5.5. Example illustrating Stage (ii).

Observe that even though column 7 has a ready destination port, the sources in column 8 and 9 do not find it as they are looking to the right. In Stage (iii) they will seek to create buses to the left shown in Figure 5.6.

Figure 5.7 shows the final bus configuration of the R-Mesh. This results in the following pairings: $(i_0, j_3)$, $(i_1, j_4)$, $(i_2, j_5)$, $(i_6, j_6)$, and $(i_9, j_7)$. Notice that while there is a bus emanating from $i_8$, it does not head to any output port. PEs at output ports write a symbol on their buses and PEs at input ports try to read this symbol. Those that do not read the symbol (input port $i_8$ in this example) are reconsidered in the next round.
Example 5.2.2: Here we omit columns which has a non-empty source and a ready destination port. Thus we omit Stage (i) from the following illustration. Figure 5.8 shows Stage (ii). Although \(i_0\) has a bus emanating from it, it does not lead to a destination port. It leads to \(j_3\) which is full in our
illustration. Also, $i_0$ cannot make any connections in Stage (iii). Thus, $i_0$ will have to wait till the next round.

5.3 Summary

In this chapter we introduced the fat-tree switch. We discussed some of the related research in this field that motivated us to look at embedding an R-Mesh in a fat-tree switch for generating connections. We presented the broad algorithm that creates buses connecting source-destination pair while taking into account associated loads in a coarse fashion.
Chapter 6
Summary of Results and Open Problems

In this dissertation we presented our research on interconnection-network switch scheduling and configuration. We studied the following interconnection-network switches:

1. Crossbar-based input-queued switches used in many of today’s high-performance routers;
2. The circuit-switched tree (CST), a tree interconnect with applications in reconfigurable structures and NoCs; and
3. Fat-tree switches used extensively in high-performance computing clusters.

In this chapter we summarize our main results and identify directions for future research.

6.1 Crossbar-Based Input-Queued Switches

A crossbar-based input-queued switch with VOQs is one of the most popular switch architectures. Such switches have very high throughput, do not suffer from the head-of-line blocking problem, are non-blocking, and have a simple internal data-fabric structure. These advantages resulted in many switch and router manufacturers adopting this switch architecture in their production models. A recent result [59] showed that $O(\log n)$ packet delay is possible on an $n \times n$ input-queued crossbar with the use of a slotted, frame-based scheduling algorithm. This algorithm defines a slot as the time to send a packet and a frame as a collection of slots that uses a fixed (unupdated) traffic matrix for scheduling\(^1\). During each slot, the algorithm generates a schedule and transmits a packet between each scheduled input-output pair.

One of the assumptions made in the above algorithm is that the time to generate a schedule (round time) is no more than the time to transmit a packet. In practical systems this assumption does not hold as the time needed to send a packet is typically much smaller than the time needed

\(^1\)The algorithm updates the traffic matrix at the beginning of each frame and accounts for packets arriving during a frame at the beginning of the next frame.
to generate a schedule. In Chapter 2, we proved that if the difference in packet transmission time and schedule generation time forces a crossbar scheduling algorithm to transmit multiple packets per schedule, then the delay is $\Omega(n)$. This proof also showed that transmitting a single packet per schedule is the only case that achieves a logarithmic delay. We also performed extensive simulations for uniform as well as bursty traffic to support our theoretical result in practical environments.

We further underscored the importance of a fast scheduling algorithm by showing that large schedule times result in the need for large buffers. This additional buffer requirement can negate any saving in computing hardware and power consumption that can be obtained from slowing down the scheduling algorithm.

**Open Problems:** Our work decoupled the schedule time and the packet transmission time of the crossbar-based scheduling algorithm of Neely et al. [59] and studied the effect of this on packet delay and VOQ requirements. Other results in this area use similar slotted scheduling scheme without treating schedule time (round) and transmission time (slot) differently [50, 66]. It is worth investigating whether our approach of decoupling round and slot times will add new insights to these results.

The simulation framework of Section 2.5 can facilitate studying other relationships such as frame-sizes (minimum number of rounds needed to schedule “most” packet arrivals from the previous frame) needed for a given pps. Although we know that this frame size will be linear for $pps \geq 2$, our results clearly show that the constants for the linear growth depend on the value of $pps$.

We have presented simulation results that show trade-offs among delay, packet loss, VOQ requirement, and $pps$. Developing analytical relationships among these quantities is another open problem.

### 6.2 Fast Scheduling Algorithm on Mesh-of-Trees

The main result of Chapter 2 pointed to the fact that in order to achieve logarithmic delay in an input-queued crossbar, the schedule generation must be extremely fast and should be comparable to the time needed to transmit a packet. We designed a fast mesh-of-trees based scheduling algorithm in Chapter 3. This algorithm runs in polylog time ($O(\log^4 n \log \log n)$ for an $n \times n$ crossbar). In
designing this algorithm, we also constructed a polylog time maximal matching algorithm for an
R-Mesh.

Open Problems: A sub-procedure of our R-Mesh-based maximal-size bipartite matching algo-

rithm is a leader-election algorithm that executes in \( O(\log n) \) time. In the main algorithm, we
generate several very regular-shaped buses on which the leader election commences. An open
problem is to investigate whether it is possible to utilize this regularity of the bus structure to con-
struct a faster leader-election algorithm. This would significantly increase the speed of the entire
scheduling algorithm. If leader election takes \( O(t) \) time, then the scheduling algorithm runs in
\( O(t \log^3 n \log \log n) \) time. A constant time leader election would cut the time by a \( \Theta(\log n) \) factor.

Fairness of a scheduling algorithm is an important issue in any switch. Our R-Mesh based match-
ing algorithm does not explicitly address fairness. However, we expect simple modifications to
suffice, such as running the same algorithm on an R-Mesh with a suitable permutation of row
and column indices, to work well for this purpose. For this a reconfigurable-torus (which is not
significantly different from the R-Mesh) can be used. One could permute the PE indices (without
permuting port indices) by simply “declaring” different processors in the torus to be node \((0, 0)\) –
the origin. Since a torus is vertex and edge symmetric, there exists an R-Mesh (subgraph of torus)
consistent with these new origin.

Our algorithm includes efficient solutions to several graph problems like degree-halving, two-
coloring, and leader election on a mesh-based structure in order to achieve maximal bipartite
matching. All these methods could have other computational applications. For example, bipar-
tite matching is used in protein structure matching, 3-D object recognition, and multi-objective
optimization. It would be useful to extend our R-Mesh algorithm to other applications such as
those identified above.

Current GPGPUs [60] have a large number of small processing units with a rich interconnect
between them. Is it possible to port R-Mesh algorithms to exploit the parallelism inherent in GPG-
PUs?
The R-Mesh is very well suited to handle faults (by dynamically constructing buses to bypass faulty PEs and links)\(^2\). Can our algorithm exploit this ability of the R-Mesh to impart fault tolerance to the control and data plane of the switch. Addressing soft faults algorithmically is another possible direction.

The algorithm for an \(n \times n\) switch runs on an \(n \times n\) R-Mesh. In general, the R-Mesh may not scale well to run larger sized problems than the available hardware [77]. That is, if a \(p \times p\) R-Mesh is used for an \(n \times n\) switch (where \(p < n\)), then how efficient will our algorithm be?

### 6.3 Circuit-Switched Tree Switches

The CST is an important interconnect used to implement dynamically reconfigurable architectures. A CST-type structure can have applications in other devices like NoCs that employ a tree interconnect. In Chapter 4 we presented our research related to CST scheduling and configuration. The main problem in a CST is twofold: scheduling – given a set of incompatible communications, partition them into compatible subsets in a distributed manner; and configuration – given a set of compatible communications, create the corresponding paths on the CST in a distributed fashion using only local information available at the leaves. We designed an efficient algorithm to achieve these goals. Our algorithm performed the scheduling and the configuration concurrently in an iterative way. In each iteration the algorithm generated a schedule and configured the CST based on that schedule. We also presented modified versions of the algorithm for special cases like width-1 communication sets and multicasts. Finally, we presented efficient adaptations of our algorithm for an important communication class called well-nested, for which our algorithm is optimal.

**Open Problems:** While our algorithm has an approximation ratio of 2 for any communication set, there exists another algorithm (developed for optical networks) with an approximation ratio of \(\frac{5}{3}\) that is provably optimal [26]. However, our algorithm is considerably simpler and requires minimal computational capability at each node. It is worthwhile to simulate practical optical routing

---

\(^2\)Refer to Fernandez-Zepeda et al. [28] for research related to finding a fault-free sub-R-Mesh in a faulty R-Mesh.
examples to ascertain whether the simplicity of our algorithm is a good trade-off considering its slightly higher approximation ratio.

We proved that our algorithm is optimal for the important communication class of well-nested communication sets. In related research, El-Boghdadi [22] developed power-aware, optimal routing algorithms for well-nested communications and showed that his algorithm is more efficient in terms of power-awareness compared to ours. In the future, one can to explore the possibility of extending our algorithm as well as power-aware CST configuration and scheduling algorithms to other important classes other than well-nested communications.

### 6.4 Fat-Tree Switch

A fat-tree is an important interconnection structure that is used extensively in many of today’s high-performance clusters as well as other areas like high-capacity disk-storage interconnections. In Chapter 5 we presented our preliminary research related to R-Mesh-based routing in fat-tree switches. We presented an algorithm to generate configurations of an R-Mesh to match the input port requests with available output ports of a fat-tree switch. For reference below, call this the basic algorithm.

**Open Problems:** The general idea is to iteratively apply the basic algorithm to schedule and route as many connection requests as possible. The following paragraphs outline an approach to build on the basic algorithm.

**Incremental Algorithm:** The current approach is to apply the basic algorithm (starting with an R-Mesh with no connections) at each round. That is, a given subset of connection requests is scheduled, routed, then removed from the traffic matrix. Next the current connections are torn down and remaining requests are routed all over again. There may be significant advantages to reusing connections made in previous rounds. In cases where a particular connection can be employed for several packets, the connection can be used across multiple rounds. All these point to the need for an incremental algorithm that builds on a previous configuration, rather than start all over again each time.
Adding Weights: It is well known that good load balancing achieves good throughput. Weights can be associated with input and output ports of the R-Mesh (fat-tree switch) to reflect their loads; for example, a full input port has large weight as it should be addressed as soon as possible. A weight-aware schedule that prioritizes connections by weights could balance loads across the switch and, hence, across the network.

Simulation: Most of the work described above requires simulations both for the evaluation of the methods and for determining parameter values. For example, the simulation can determine the granularity of weights for the ports. Currently, we have a two-level (Boolean) weighting system for the ports. Is much to be gained by changing this to \( b \)-bit weights? As another example, the number of rounds needed to schedule a set of communications is a good measure of the algorithm’s effectiveness. This can be ascertained by simulations. Finally, overall network performance can also be evaluated in the context of the proposed methods.

6.5 Other Directions

Here we identify research directions other than those tied to specific chapters.

The ideas of CSTs and fat-trees can be generalized to a tree in which switches are connected by links of arbitrary bandwidth. For example, a level \( k \) fat-tree switch has \( 2^k \) links to the parent and \( 2^{k-1} \) links to each child. These quantities are all 1 for the CST. In general a switch can have \( f_p(k) \), \( f_l(k) \), and \( f_r(k) \) links to its neighbors. Particular cases of this abstraction can be of importance in current and future technological settings. For instance, if \( f_p(k) \), \( f_l(k) \), and \( f_r(k) \) are 1 in a fat-tree up to a certain level, \( k_0 \), and a different constant value for higher levels, then we have a two-tier tree that is possibly much leaner at the top than a fat-tree. This could be used in settings such as stacked-die interconnects with a relatively lower interconnect density between dies than within a die. The same abstraction works for pin-limited settings that restrict the number of connections between chips and boards.

• • •
On the whole, in this dissertation we have studied scheduling and configuration of three broad categories of network switches that are currently used in settings ranging from local and wide area networks to high-performance clusters and networks-on-a-chip. History has taught us that these environment boundaries are not rigid. For example, concepts that were used a decade ago only in long-haul networks are now used within a chip. Our work is at a sufficiently high level of abstraction to allow porting of results from this dissertation across application boundaries and hold relevance beyond the present state-of-the-art.
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